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Abstract

The main contributions of this dissertation are in the field of stability analysis of linear and
nonlinear two-dimensional systems. The study of stability of such systems is motivated by
the “string stability” or “platooning” problem: In order to achieve tighter spacing between
vehicles travelling one after the other in one direction, i. e. in a string or platoon, the
driver is replaced by an automatic controller designed to keep a specified distance towards
the preceding vehicle.

It is shown how such a vehicle platoon can be modelled as a two-dimensional system.
Here, two-dimensional refers to the fact that the system depends on two independent vari-
ables such as time t and position within the string k. However, two-dimensional systems
describing a vehicle string generically exhibit a singularity at the stability boundary. The
existence of this singularity at the stability boundary prevents application of most stabil-
ity criteria known in the literature, since this marginal case is almost always explicitly or
implicitly excluded.

Bounded-input bounded-output stability of linear continuous-discrete two-dimensional
systems is studied in the frequency domain paying particular attention to systems with
nonessential singularities of the second kind at the stability boundary. A two-dimensional
version of Parseval’s Theorem and the corresponding induced operator norm are derived.
The results are applied to a string of vehicles and sufficient conditions for string stability
are deduced.

Sufficient conditions for different forms of stability of linear two-dimensional systems in
the time domain are developed using a two-dimensional quadratic Lyapunov function and
linear matrix inequalities. It is shown that systems permitting a two-dimensional Lyapunov
function with a negative definite divergence are exponentially stable.

It is proven, however, that two-dimensional systems with a singularity at the stability
boundary (such as two-dimensional descriptions of vehicle strings) cannot satisfy the re-
quired conditions for exponential stability as the divergence of the Lyapunov function can
never be sign definite. If the divergence is only negative semidefinite, stability of the system
can be guaranteed. Provided additional conditions on the Lyapunov function and the initial
conditions are satisfied, asymptotic stability of systems whose Lyapunov functions have a
negative semidefinite divergence can be shown.

Extending the results mentioned above, sufficient conditions for stability, exponential
stability and asymptotic stability of nonlinear two-dimensional systems are deduced. Sim-
ilar to the results on linear two-dimensional systems, exponential stability can be guar-
anteed if the divergence of the Lyapunov function is strictly negative. For systems with
merely nonpositive divergence stability is also shown. Asymptotic stability of nonlinear
two-dimensional systems can be proven if not only the initial conditions but also the Lya-
punov function itself and the state space equations satisfy additional smoothness conditions.
Instead of a quadratic Lyapunov function, a wider class of Lyapunov functions is allowed
in the proofs of stability of nonlinear two-dimensional systems. The notion and theory of
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(integral) input to state stability is used instead of linear matrix inequalities to derive the
results.

All proofs and results for the stability of linear and nonlinear two-dimensional systems
in the time domain are given in a unified notation, studying systems with continuous and
discrete independent variables simultaneously.

The theoretical results on linear two-dimensional systems are used to analyse the (string)
stability of a linear unidirectional homogenous string with different time headways and com-
munication range 1 and 2. The stability results for nonlinear two-dimensional systems are
applied to rigorously prove string stability of a nonlinear string with variable time headway.
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C H A P T E R 1

Introduction: A Motivating Example

The platooning problem is used here as an introductory example to motivate
the study of two-dimensional systems in general and continuous-discrete two-
dimensional systems in particular.

One of the most remarkable changes of modern times is the increased mobility, both

in a private but also commercial context. Due to significant advances in the automotive

industry cars became affordable for large parts of society and are now an essential part in

the daily lives of many. Increased mobility has brought many advantages but also led to an

increase in pollution and, in many places, a capacity overload of the existing infrastructure,

despite many efforts to build and expand roads.

In general different methods are known to model the traffic on roads or highways. In

a “macroscopic” system description the traffic is characterised similar to a flow or fluid.

Measurements such as the vehicle flow or the traffic density (number of vehicles passing

a certain point or stretch of road per unit of time), or the average speed of vehicles are

used to analyse the traffic flow. Another approach is to model the dynamics of individual

vehicles and the influence of the surrounding motor vehicles’ movements on the vehicles’

behaviour. In contrast to the approach mentioned above this is sometimes referred to as a

“microscopic” system description.

Some fifty years ago researchers started to investigate ways to allow higher traffic

throughput without expanding the existing road network. One of the proposed solutions

first seemed simple and intuitive: Instead of allowing drivers to navigate their vehicle freely

and independently on the roads, cars and trucks were to be organised in a string or “pla-

toon”. Every vehicle should then follow its predecessor and keep a prescribed close distance

to it, whereas the first vehicle is to follow an independent reference. To minimise reaction

times and thus to allow tighter spacing the cars would not be driven by human drivers but

automatic controllers.

As the platooning problem focuses on a string of individual vehicles trying to maintain

a specified distance to surrounding cars (or a reference) usually microscopic models are

applied to describe the dynamics of vehicle platoon. Here, we will focus on the longitudinal

dynamics only, ignoring manoeuvres like overtaking or lane changing. We also assume

throughout this work that the platoon maintains its structure at all times. Thus, we do

not consider the possibility of cars joining or leaving the platoon.
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x̂1 x̂2 x̂3 x̂N

Figure 1.1: Platoon / String of N vehicles

Typically it is assumed that only the torque or the acceleration of a passenger car or

heavy duty vehicle can be controlled directly — in contrast to the vehicle’s velocity or

position. Hence, we will use the acceleration as the input of our vehicle model

˙̂xk(t) = v̂k(t), (1.1)

˙̂vk(t) = ûk(t)− Cd|v̂k(t)|v̂k(t), (1.2)

where x̂k(t) is the position of the kth vehicle in the string at time t, v̂k(t) its velocity, ûk(t)

the assigned acceleration (the output of the local controller and the input of the vehicle or

plant model) and Cd the drag coefficient. Throughout, we will adhere to the convention

that local variables are denoted with “ˆ”. Neglecting time delays and linearising the model

around the steady state velocity v0 > 0, the Laplace transform of the simple plant model

(1.1)-(1.2) yields

P (s) =
1

s2 + 2Cdv0s
. (1.3)

In its simplest form every vehicle should keep a fixed distance x̂d to its predecessor and

thus minimise the local error

êk(t) = x̂k−1(t)− x̂k(t)− x̂d. (1.4)

Now, deriving a stable controller (here a common PID controller) that minimises the

location error between vehicles is, in most cases, a straight forward task. However, it

became clear that this only covers one important aspect of the overall system dynamics: If

a small disturbance is applied to the first vehicle in the string (or its reference), the local

controller will aim to adjust the acceleration in order to minimise the local error. That

will lead to a small deviation of the vehicles velocity and its relative position towards its

follower. This transient then is a disturbance to the second vehicle in the string as its local

controller also aims to maintain a specified distance to the leading vehicle. The disturbance

response of the second car will act as a disturbance to the third vehicle’s dynamics and so

on. Thus the disturbance will travel down the string, i. e. from each car to its follower.

In some system settings — even though all local errors decrease to zero over time — the

peek value of the local error grows without bound when the disturbance travels down the

string. This effect became known as the “slinky effect” or “string instability”, Chu (1974);

Peppard (1974).

In the 1960s a similar problem was observed in supply chains, as discussed in Forrester

(1961). It was thus called the “Forrester effect”, or, later “bullwhip effect”: Businesses
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attempt to forecast demand in order to plan inventory and other resources. A “safety

stock” is maintained to buffer forecast errors. Each member of the supply chain, from

end consumer to raw materials supplier, experiences greater fluctuation in demand and

therefore needs a greater safety buffer. If the demand increases down-stream, members

upstream will increase their orders. If the demand decreases, orders fall or even stop, and

the inventory is not reduced. Hence, variations are amplified as one moves in the supply

chain from the end customer to the raw material suppliers. A block diagram of a common

form of a production control system is given in (Disney et al., 2004, Fig. 1).

Similarly, imagine a chain of water reservoirs where the water flow from the kth pool

is the inflow of pool k + 1. If a controller with an integral component is used to regulate

the water level independently of the inflow by adjusting the outflow, the result will be a

chain of homogeneous systems with two integrators in the open loop. It is precisely this

structural property that leads to the aforementioned slinky effect, Li et al. (2005).

Different approaches have been applied to analyse string stability. A common ansatz

is to apply the Laplace transform with respect to time t and to study the dynamics of

the kth vehicle in the frequency domain. Usually the aim is to minimise the infinity norm

of the transfer function that describes how the Laplace transform of the local error Êk(s)

depends on its predecessor’s error Êk−1(s). Other attempts to study the platoon dynamics

include the elimination of the index k (by applying the Z transform with respect to k) and

the study of the poles of the resulting transfer function in z, as well as using graph theory

and even partial differential equations. (For details and references please see Section 2.2.4.)

Note that in the platoon system description used so far the state variables depend on

one independent continuous variable, the time t, and an index k. However, every local state

variable, such as êk(t), may also be described as a two-dimensional variable ê(t, k). In this

context, two-dimensional (2D) thus refers to the fact that the variable depends on two

independent variables, e. g. the continuous time t and the discrete position or location k.

However, what appears to be only a simple change of notation, yields significant ad-

vantages. As we will see later different methods derived for two-dimensional systems in

general can now be applied to study the platooning problem. For example the analysis of

systems where vehicles know not only the position of their direct predecessor but a group

of several predecessors can easily be applied in the two-dimensional setting by extending

the state space accordingly.

Changing the system description from a one-dimensional into a two-dimensional system

will also change the notation of “stability” and “string stability”: Whether an indexed one-

dimensional system with variables of the form êk(t) is string stable is now equivalent to the

two-dimensional system with variables of the form ê(t, k) being stable. While stability of

two-dimensional systems will be properly defined later, we simply note at this point that

it requires all states to be bounded for all t and k. Consequently, if a string is stable in the

two-dimensional sense, the bound for variables in the indexed one-dimensional description

is independent of the position k. Thus the system is string stable.
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The characterisation of vehicle strings as two-dimensional systems also involves some

disadvantages and limitations. For example a heterogeneous string with different dynamics

for each vehicle in the string cannot easily be modelled as a two-dimensional system. Also

bidirectional systems where the local errors both towards the preceding and the following

vehicle are used cannot be analysed without difficulty. In a bidirectional setting the last

vehicle does not have a follower and thus no local error towards its follower exists. Hence,

either an additional reference signal acting as the fictitious N + 1st vehicle has to be

introduced or the dynamics of the last vehicle depend on the error towards its predecessor

only. In both cases the last element in the string (either the additional reference or the

last vehicle) act differently compared to the other vehicles in the string. Hence, a string of

N vehicles cannot be seen as a truncation of an infinite string. Since the two-dimensional

model allows both directions t1 and t2 to grow without bound, it is not suitable to describe

vehicle strings with bidirectional communication settings.

The main challenge when analysing vehicle platoons as two-dimensional systems, how-

ever, lies in an important structural singularity: Assume that the local state space variables

of the kth vehicle (such as its position x̂(t, k), velocity v̂(t, k) and controller states) are sum-

marised in the vector x1(t, k) ∈ Rn1 and the position of the preceding vehicle x̂(t, k − 1),

that is used as a reference for the kth vehicle, is set to be the scalar x̂(t, k−1) = x2(t, k) ∈ R.

The overall two-dimensional system can be described by
(

ẋ1(t, k)

∆x2(t, k)

)

=

(

d
dtx1(t, k)

x2(t, k + 1)− x2(t, k)

)

=

[

A b

c −1

](

x1(t, k)

x2(t, k)

)

. (1.5)

Assuming that the initial conditions x1(0, k) = 0 for all k and applying the Laplace trans-

form with respect to the continuous time t yields

X2L(s, k + 1) =
(

c (sI−A)−1
b
)

︸                 ︷︷                 ︸

=:Γ(s)

X2L(s, k) (1.6)

with X2L(s, k) = L{x2(t, k)}. Thus,

X2L(s, k) = Γk(s)L{x2(t, 0)}. (1.7)

Assume further that the desired distance x̂d is set to 0 for simplicity and a simple step

response is chosen as a reference, L{x2(t, 0)} = 1/s. Since this is the reference (position)

signal for the first vehicle, the system has to be designed such that the position x̂(t, 1)

converges to 1 for t → ∞. Consequently, this leads to limt→∞ x̂(t, k) = 1 for all k. Thus,

using the final value theorem, equation (1.7) becomes

lim
t→∞

x2(t, k) = lim
s→0

sX2L(s, k) = lim
s→0

sΓk(s)
1

s
. (1.8)

Therefore, Γ(s) has to be chosen such that Γ(0) = 1. However, applying the Laplace

transform with respect to t and the Z transform with respect to k in (1.5) yields
(

X1(s, z)

X2(s, z)

)

=

[

sI−A −b

−c z

]−1(

Z{x1(0, k)}
zL{x2(t, 0)}

)

. (1.9)
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For a formal definition of the Laplace-Z transform (a combination of the Laplace transform

with respect to t and the Z transform with respect to k) and its properties see Section 3.2.

Note that the determinant of the matrix above can be transformed using the Schur com-

plement into

det

([

sI−A −b

−c z

])

=det
(

z − c (sI−A)
−1

b
)

=det (z − Γ(s)) . (1.10)

Thus, the matrix is singular for s = 0 and z = 1. This is called a singularity on the stability

boundary (SSB). Note that this is a structural property of a two-dimensional system de-

scribing a vehicle platoon and not a consequence of string instability. A discussion for the

more general problem with a non scalar x2 ∈ Rn2 , n2 > 1 can be found in Section 3.5.1.

As we will discuss in more detail later in Chapter 2 almost all conditions for stability of

two-dimensional systems known in the literature explicitly or implicitly exclude this case

and the results therefore cannot be used to determine stability of two-dimensional systems

with singularities on the stability boundary in general and vehicle platoons in particular.

Therefore, our aim is to study the stability of two-dimensional systems, explicitly in-

cluding these marginally stable systems. Note that we primarily focus on the analysis of

two-dimensional systems rather than engage in detailed discussions on how string stability

can be achieved in a practical setting. However, the string stability problem will be used

as an example throughout this work to illustrate our findings.

We will start by examining the existing literature on string stability, stability of linear

and nonlinear two-dimensional systems and some results on input-to-state stability (ISS)

used to discuss the stability of nonlinear two-dimensional systems later. In Chapter 3 we

will then examine the stability of linear two-dimensional systems in the frequency domain

after applying the combined Laplace-Z transform to obtain a two-dimensional variable in

the frequency domain that depends on the two complex variables s and z. Strictly speaking,

we will examine the poles of the resulting two-dimensional transfer function and thus study

bounded-input bounded-output (BIBO) stability of linear two-dimensional systems. It will

be revealed that although this approach simplifies the string stability discussion of linear

two-dimensional systems, it requires a detailed and extensive examination of the singularity

on the stability boundary. Therefore, Chapter 4 is dedicated to deriving conditions for

stability, asymptotic stability and exponential stability of linear two-dimensional systems

in the time domain using linear matrix inequalities (LMI). A unified approach will be used

to study the stability of continuous-continuous, continuous-discrete and discrete-discrete

two-dimensional systems simultaneously. To complete this work, we will extend the results

obtained for linear systems and derive stability conditions for nonlinear two-dimensional

systems based on the notion of input-to-state stability (ISS) in Chapter 5.



6 CHAPTER 1. INTRODUCTION: A MOTIVATING EXAMPLE

Please note that a small figure of a group of six grey circles and a diamond can be

found on the bottom right corner of each odd page of this dissertation. These figures

are meant to be used as a flip book illustrating a string of six vehicles (grey circles)

where the leading vehicle is following a ramp reference (diamond) and each vehicle aims to

maintain a fixed distance towards its predecessor or the reference signal. As this will lead

to string instability, the local errors will grow with the position within the string, causing

the last vehicle in this simulation to crash into its predecessor (see for instance the figure

on page 43).



C H A P T E R 2

Literature Review

The second chapter reviews related work reported in the literature and puts the
thesis into the context of existing research. In particular, we discuss the areas
of string stability, stability of linear and nonlinear two-dimensional systems and
(integral) input-to-state stability.

Chapter contents

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 String Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3 Linear Two-Dimensional Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.4 Nonlinear Two-Dimensional Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.5 Input-to-State Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.1 Introduction

As the string stability problem will be used to illustrate our main results on stability of

two-dimensional systems, we will begin this chapter with reviewing the related literature

on string stability and platooning. As the nature of this work is mainly theoretical we will

focus on reviewing the main ideas and challenges of the platooning problem and known

approaches to guarantee string stability. However, papers concerning the real world appli-

cation of platooning will be mentioned briefly.

We will study the stability of linear two-dimensional systems in the frequency domain in

Chapter 3 and in the time domain in Chapter 4. Even though our research was motivated

by the string stability problem, a number of other applications can also be modelled as

linear two-dimensional systems in general and linear discrete two-dimensional systems in

particular. This led to significant advances and a wide range of publications on the stability

theory for linear two-dimensional systems. The publications most closely related to our

work are reviewed in Section 2.3. Since every linear two-dimensional system describing

a vehicle platoon will exhibit a structural singularity at the stability boundary adding to

the complexity of the stability theory of this field, special care is needed to distinguish
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between results that do and do not include systems with such singularities at the stability

boundary.

In stark contrast to the wide study of linear two-dimensional systems, few publications

discussing the stability of general nonlinear two-dimensional systems are available. They

are discussed in Section 2.4. The stability results for nonlinear two-dimensional systems in

Chapter 5 will aim to advance the stability theory of such nonlinear systems. As they are

based on the notion of “input-to-state stability (ISS)” and “integral input-to-state stability

(iISS)” related literature to this stability concept for nonlinear systems is reviewed in

Section 2.5.

2.2 String Stability

2.2.1 General Ideas and Notation

Since the 1960s researchers pursued the idea of arranging a group of moving vehicles

into formations called “platoons”. The aim was and is to achieve tight spacing between

the vehicles and therefore increase traffic throughput and safety while, at the same time,

decreasing costs and fuel consumption. To do so, human drivers are replaced by automatic

controllers. While the first vehicle in the string should follow a given trajectory or reference

signal, every successive vehicle is required to maintain a specified distance to its predecessor.

Since the publication of Levine and Athans (1966) research in the area has advanced

significantly. As many different variations have been discussed since then, a brief overview

of the concepts and common notation will be helpful before presenting the most important

contributions in the field.

Homogeneity and Heterogeneity This characterisation of vehicle platoons describes if the

model of the individual vehicle in the string is the same for all vehicles (homogeneous),

e. g. Chu (1974), or depends on the position in the string (heterogeneous), e. g. Lestas

and Vinnicombe (2007). Heterogeneity can be a result of allowing a range of cars

with varying vehicle dynamics in the same string as well as a desired consequence

of designing a differing controller for each vehicle. However, as we will discus later,

this effect might not be desirable from a string formation or coordination viewpoint

and it is not clear how heterogeneity helps to solve the underlying problem of string

instability.

Communication Range The communication range determines the amount of information

available to the local controller of each vehicle. The system settings used most

commonly are:

– Full access: All states of all vehicles in the string are available to every individual

vehicle in the string, e. g. Melzer and Kuo (1971).
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– Reference or steady state information: Some researchers implicitly or explicitly

use the desired steady state velocity or position of the vehicle by using the

relative velocity or position (to the desired or steady state value) as an input

for the controller, e. g. Peppard (1974).

– Leader information: Instead of the reference information, some dynamic states

of the leading / first vehicle of the string (such as its velocity vl or acceleration al)

are broadcast to every vehicle in the string and used to compute the local control

signal, e. g. Sheikholeslam and Desoer (1990). Note that in some publications

the term “lead vehicle” is used to denote to the direct predecessor. In order to

avoid confusion we will use the term “lead” only to refer to the first vehicle of

the string and “predecessor” for the direct neighbour in front of each vehicle.

– Local information: The relative position, velocity or acceleration error towards

the members of a limited group of surrounding vehicles is used. In “unidirec-

tional” settings only the relative information of preceding vehicles is used, see

e. g. Darbha and Hedrick (1996), whereas in “bidirectional” strings state infor-

mation of both preceding and subsequent vehicles is required, e. g. Barooah et al.

(2007).

Often, however, combinations of these concepts are employed.

Linear and Nonlinear For both vehicles and controllers linear and nonlinear forms and

descriptions have been presented in the literature. For an example of a fully linear

system description see Eyre et al. (1998). A general nonlinear system description can

be found in Sheikholeslam and Desoer (1992).

Spacing Policies Usually the local control objective is to maintain a constant or velocity-

dependent inter-vehicle distance (“time headway approach”), e. g. Sheikholeslam and

Desoer (1990) or Chien and Ioannou (1992), respectively.

2.2.2 The Platooning Problem and String Stability

One of the earliest discussions of the realisation of vehicle platoons can be found in Levine

and Athans (1966) where the stability of a string of a finite number of vehicles is discussed.

Simulations are presented for a platoon of three vehicles but the more general problem

of “string instability” is not yet discussed. In Melzer and Kuo (1971) an infinite string

of vehicles is studied. However, the authors use a centralised controller requiring the

knowledge of the complete state space of all vehicles.

The study of “string stability” itself, i. e. the boundedness of the error states of the

kth vehicle within the string independently of k, began with two publications in 1974: In

Peppard (1974) the author notes that
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For these systems, string stability, or the property of the vehicle string to attenu-

ate disturbances as they propagate down the string, is an important performance

criterion.

This was probably the earliest informal definition of “string stability”. Realising that string

stability can always be achieved when the position within the string is known, Peppard

(1974) designed a local PID controller using only the relative position error to the nearest

two neighbours and the velocity error. The fact that for linear systems the magnitude of

the transfer function from vehicle k−1 to k (|Xk(jω)/Xk−1(jω)|) needs to be less or equal

to 1 for all ω in order to guarantee string stability is used. Shortly afterwards, stability of

an infinite string of vehicles was discussed in Chu (1974), informally defining string stability

as the requirement that the errors must be bounded for all k for any set of bounded initial

conditions. The author than presents six different communication settings and discusses

string stability and performance criteria for them. It should be noted, however, that most

approaches discussed in these two papers require at least the knowledge of some reference

information since the relative velocity towards the steady state or reference velocity is used.

The first formal definition of “ lp String Stability” was given in Darbha and Hedrick

(1996) requiring an upper bound on the lp norm of the states of the entire string for all

t for a given bound on the lp norm of the initial conditions. Two years later, Eyre et al.

(1998) proposed three different definitions of string stability requiring the norm of the

output error to be smaller than the norm of the input error.

It has been shown in Seiler et al. (2004) and Barooah and Hespanha (2005) that it is

not possible to achieve string stability in a homogeneous string of strictly proper feedback

systems when only using information of the states of the nearest neighbours, linear systems

with two integrators in the open loop of each subsystem, and constant inter-vehicle spacing

independently of the particular plant or controller model in place.

Different strategies have been proposed in the literature to guarantee string stability: In

Chien and Ioannou (1992) string stability was guaranteed using a sufficiently large velocity

dependent distance or “time headway” instead of a fixed inter-vehicle distance. The desired

separation between the kth vehicle and its predecessor was now the product of a fixed

time headway h and the speed vk(t), which thus grows linearly with the velocity. This

approach was later extended in Yanakiev and Kanellakopoulos (1998) proposing a variable

time headway that gives a nonlinear two-dimensional system. In Eyre et al. (1998) string

stability and performance of systems without time headway, with fixed time headway and

with variable time headway were compared and analysed.

When a constant spacing policy is required, however, string stability can be guaranteed

using suitable information of the lead vehicles dynamics. Different communication settings

and a discussion which states of the lead vehicle are necessary to guarantee string stability

can be found in Darbha et al. (1994).

Another approach is to use a heterogeneous string structure. In Khatir and Davison

(2004) a design for a local controller that depends on the position k was presented. Even
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though uniformly bounded local errors could be guaranteed, it should be noted that the

control parameters do grow linearly with k and thus are unbounded for an infinite string.

In Shaw and Hedrick (2007) it was shown that a heterogeneous string is string stable if the

local transfer function |Gk(jω)| is less or equal to 1 for all ω and k. Later in Middleton and

Braslavsky (2010) an infimal average time headway was derived to permit heterogeneous

string stability.

Although most researchers have worked on linear string models to analyse string stabil-

ity there are also some results for nonlinear systems. In Sheikholeslam and Desoer (1992)

the authors prove that strings of nonlinear systems using the lead velocity, the lead accel-

eration and local measurements are string stabile if the inputs vary sufficiently slow. In

Darbha and Hedrick (1996) a global Lipschitz condition is used to guarantee string stability

of nonlinear systems with sufficiently small Lipschitz constants or “weak coupling”.

2.2.3 Application Papers

While most of the literature reviewed so far is of a predominantly theoretical nature it

should be noted that a large body of work dealing with applications and practical problems

also exists. Since the main focus of this thesis is to extend the theory of two-dimensional

systems, we will only review a small sample of articles investigating real world road traffic,

human driver models and difficulties in the implementation of platooning.

One of the first human driver models appeared in Chandler et al. (1958). Later contri-

butions include Burnham et al. (1974) and Gipps (1981). In the review paper by Brackstone

and McDonald (1999) it was shown, however, that the parameters of these models differ

significantly, leading to the conclusion that an adequate driver model may not yet have

been found.

Even though most papers deal with the theoretical aspects of string stability analysis,

some researchers have used more detailed and accurate truck models, e. g. Chien and

Ioannou (1992); Hedrick et al. (1993); Yanakiev and Kanellakopoulos (1998).

The effect of communication delays on string stability (which are typical real world

phenomenon) was discussed for example in Liu et al. (2001) and Ploeg et al. (2011) while

other problems relating to the real world implementation of platooning are discussed in

Varaiya (1993); Hedrick et al. (1994); Tan et al. (1998); Zhang et al. (1999).

2.2.4 Analysis Methods

Different methods and mathematical concepts have been used to analyse string stability.

Since most models considered are linear, the Laplace transform with respect to time t has

been widely used to study the stability of a string in the frequency domain. Examples

can be found in Sheikholeslam and Desoer (1990); Eyre et al. (1998); Stanković et al.

(2000); Seiler et al. (2004); Barooah and Hespanha (2005). However, some researchers also

employed the Z transform with respect to the discrete variable k, e. g. Melzer and Kuo
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(1971); Chu (1974). Graph theory was used in Lestas and Vinnicombe (2006) to study the

stability of a more general string. Barooah et al. (2009) approximated the string dynamics

as a partial differential equation to study the string stability of strings with bidirectional

communication settings.

As we will show later, there is yet another method to analyse whether a platoon of

vehicles is string stable: The system can be modelled as a two-dimensional system, treating

the index k as a discrete variable. Thus the indexed platoon system with state x̂k(t) is

transformed into a continuous-discrete two-dimensional system with state x̂(t, k). Since,

as we shall see, this is a suitable reformulation of the problem, it is important to review

some of the literature relating to the stability of two-dimensional systems.

2.3 Linear Two-Dimensional Systems

In this section we will review relevant literature on the stability of linear two-dimensional

systems. Here, “two-dimensional” refers to the fact that functions and variables depend not

only on one independent variable (such as time or space) but on two completely independent

variables. Although, in general, three types of two-dimensional systems exist (i. e. discrete

two-dimensional systems depending on two discrete variables; continuous two-dimensional

systems depending on two continuous variables; and continuous-discrete two-dimensional

systems depending on one continuous and one discrete variable), most research appears to

focus on linear discrete two-dimensional systems due to a broad range of applications that

can be modelled using this type of system.

Since linear two-dimensional systems have been studied in a very comprehensive way,

there exists a large number of publications in the field. We will therefore focus only on

stability of two-dimensional systems rather than stabilisability, controllability or controller

design. Note that the most important results on the stability of two-dimensional state

space models are also summarised in Bouagada and Van Dooren (2011).

2.3.1 Linear Discrete Two-Dimensional Systems

Two-Dimensional Models

Linear discrete two-dimensional systems can be modelled in different ways. Here, we will

restrict the review to the most commonly used forms.

A model which is used mainly to study input-output stability is

Y (z1, z2) =
num(z1, z2)

den(z1, z2)
︸          ︷︷          ︸

G(z1,z2)

W (z1, z2) (2.1)

where Y (z1, z2) is the output, W (z1, z2) is the input and G(z1, z2) is the transfer function

of the system in the frequency domain. Thus the variables depend on the two complex
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variables z1 and z2. The denominator den(z1, z2) is called “characteristic polynomial” of

the system. This system description has been used for example in Shanks et al. (1972).

One of the best known explicit state space descriptions for two-dimensional discrete

systems appeared in Roesser (1975):
(

x1(k + 1, l)

x2(k, l + 1)

)

=

[

A1 A2

A3 A4

]

︸        ︷︷        ︸

A

(

x1(k, l)

x2(k, l)

)

+

(

B1

B2

)

︸  ︷︷  ︸

B

u(k, l) (2.2)

y(k, l) =
[

C1 C2

]

︸       ︷︷       ︸

C

(

x1(k, l)

x2(k, l)

)

+Du(k, l) (2.3)

where x1(k, l) ∈ Rn1 , x2(k, l) ∈ Rn2 and the dimensions of A, B, C, and D are chosen

appropriately.

Two well known models were introduced by Fornasini and Marchesini. They are typ-

ically referred to as Fornasini-Marchesini’s first model (FM1), Fornasini and Marchesini

(1976):

x(k + l, l+ l) =A0x(k, l) +A1x(k + 1, l) +A2x(k, l + 1) +Bu(k, l) (2.4)

y(k, l) =Cx(k, l) (2.5)

where x(k, l) ∈ Rn, as well as Fornasini-Marchesini’s second model (FM2), Fornasini and

Marchesini (1978):

x(k + 1, l+ 1) =A1x(k, l+ 1) +A2x(k + 1, l) +B1u(k, l + 1) +B2u(k + 1, l)

(2.6)

y(k, l) =Cx(k, l) (2.7)

with x(k, l) ∈ Rn. Note that the Roesser model and the Fornasini-Marchesini models can,

however, be transformed into each other, Eising (1978). A corresponding input-output

function also exists for each state space model if a suitable output equation exists. The

transfer function of the two complex variables z1 and z2 can be deduced after applying the

Z-Z Transform with respect to k and l, respectively.

Another (general) model appeared in Kurek (1985); a general model for singular two-

dimensional systems can be found in Kaczorek (1988).

A special case of linear discrete two-dimensional systems are linear discrete repetitive

processes. In these systems the second discrete variable specifies iterations. Since a new

iteration can only start when the previous iteration has finished, the first variable (describ-

ing the time t) is usually assumed to be in the range between 0 and the “pass length” α.

Also, the initial conditions for a new iteration may depend on the profile of the previous

passes. Thus the stability analysis of theses systems inherits some important properties

of general two-dimensional systems, but differs in some aspects. Even though repetitive

processes are mostly described using a special state space description, this formulation can

be transferred into the Roesser model, Galkowski et al. (1999).
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Input-Output-Stability

One of the earliest discussions of stability of linear discrete two-dimensional systems

was presented in Shanks et al. (1972). They claimed that the system given in (2.1) is

bounded-input bounded-output (BIBO) stable if and only if the characteristic polynomial,

den(z1, z2), has no zeros in the closed unit bi-disc Ū2 = {(z1, z2) : |z1| ≤ 1, |z2| ≤ 1}. This

led to different stability tests proposed in the literature, such as in Huang (1972) and

Anderson and Jury (1973).

In Du et al. (1999) the authors extend theses results by showing different versions of

the Bounded Real Lemma (BRL) for the discrete Fornasini-Marchesini second model. The

noise attenuation (i. e. the upper bound of the norm of the output signal depending on

the norm of the noise input and the initial / boundary conditions) can be obtained by

solving a linear matrix inequality (LMI). A similar result (in combination with a suitable

controller design guaranteeing a specified “H∞ performance”) for discrete Roesser models

was presented in Du et al. (2001). (These and other related results on H∞ control and

filtering of discrete two-dimensional systems have been summarised in Du and Xie (2002).)

Stability of the Fornasini-Marchesini Models

In Fornasini and Marchesini (1978) the authors proved asymptotic stability for FM2. A

straight diagonal separation set or “contour” and its norm ‖Xr‖ = supn∈Z
|x(r − n, n)|

is defined. For u = 0 and ‖X0‖ < ∞ the system is asymptotically stable in the sense

limr→∞ ‖Xr‖ = 0 if and only if the characteristic polynomial is not zero for any (z1, z2)

in Ū2.

An extension can be found in Fornasini and Marchesini (1980). Here the authors prove

asymptotic stability using a more general contour using the linear matrix inequality con-

straint requiring a positive definite Hermitian solution P (ω) for all real ω. An alternative

proof of this condition was published in Cook (2000).

Shortly afterwards it was shown in Pandolfi (1984) that for exponentially decaying ini-

tial conditions the system is exponentially stable if and only if the characteristic polynomial

is devoid of zeros in Ū2.

Based on the necessary and sufficient condition on the characteristic polynomial to be

devoid of zeros in Ū2, a sufficient LMI based conditions for asymptotic stability was derived

in Hinamoto (1993) providing the first LMI condition for FM2 with constant coefficients.

Necessary and sufficient conditions with constant coefficients for asymptotic stability

using a “guardian map” were later presented in Ebihara et al. (2006).

Although the second model of Fornasini-Marchesini has attracted most attention, a

necessary condition for asymptotic stability for Fornasini-Marchesini’s first model appeared

in Bose and Trautman (1992). In this analysis, the initial conditions are considered to

satisfy x(k, 0) = 0 for k ≥ K and x(0, l) = 0 for l ≥ L for some K,L <∞.
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A different sufficient LMI condition for asymptotic stability was developed in Kar and

Singh (2003). LMI based necessary and sufficient conditions for asymptotic stability can

also be found in Zhou (2006).

Stability of the Roesser Model

Using the state space description by Roesser, it was claimed in Lodge and Fahmy (1981)

that the characteristic polynomial den(z1, z2) fulfills Shank’s stability criterion if and only

if there exists a positive definite, symmetric matrix P = P1 ⊕ P2, where ⊕ denotes the

direct sum, i. e. P1 ⊕ P2 = diag{P1,P2}, P1 ∈ R
n1×n1 and P2 ∈ R

n2×n2 , such that

ATPA− P = Q < 0. (2.8)

An additional stability test based on these results appeared in Lu and Lee (1985). However,

Anderson et al. later showed that, in general, the existence of such a P is sufficient but

not necessary for stability, Anderson et al. (1986).

Necessary and sufficient conditions for asymptotic stability of positive two-dimensional

systems described by the Roesser model were discussed in Kurek (2002).

Stability of Linear Discrete Repetitive Processes

In Galkowski et al. (1999) the authors study the stability and controllability of discrete

repetitive processes modelled in a form similar to the Roesser model. The system is then

transformed into a one-dimensional model and conditions for controllability for a certain

kind of dynamic process initial conditions are derived. It was shown in Galkowski et al.

(2002), that for linear discrete repetitive processes with known constant initial conditions

and a finite pass length α, the same sufficient LMI condition for asymptotic stability as

published in Lodge and Fahmy (1981) holds. These results can also be found in greater

detail in Rogers et al. (2007). A version of the Bounded Real Lemma (BRL) for discrete

repetitive processes as well as sufficient conditions for the design of suitable output feedback

controller are introduced in Wu et al. (2007).

2.3.2 Linear Continuous Two-Dimensional Systems

For continuous two-dimensional systems similar results as for discrete two-dimensional sys-

tems have been presented in the literature. Stability conditions for the two-dimensional

transfer function G(s1, s2) = num(s1, s2)/den(s1, s2) appeared in Ansell (1964): The corre-

sponding continuous two-dimensional system is BIBO stable if G(s1, s2) is devoid of poles

with nonnegative real parts of s1 and s2 (i. e. the characteristic polynomial is a “very strict

Hurwitz polynomial”, there are no poles in the region S̄2={(s1, s2) :ℜ{s1} ≥ 0,ℜ{s2} ≥ 0}).
It was shown in Huang (1972) that this is the continuous equivalent to the condition pre-

sented in Shanks et al. (1972) for the discrete case. Necessary and sufficient conditions
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to guarantee a given polynomial in s1 and s2 is very strictly Hurwitz were published in

Reddy and Rajan (1986). A necessary and sufficient algebraic condition for the character-

istic polynomial of a continuous Roesser model to be very strictly Hurwitz can be found in

Agathoklis et al. (1991). Stability margins of the characteristic polynomial are discussed

in Mastorakis et al. (2000).

A different approach to study BIBO stability of continuous two-dimensional systems is

based on the impulse response of the system, Jury and Bauer (1988).

As in the field of discrete systems, LMI-based stability conditions have also been de-

veloped for continuous two-dimensional systems. In contrast to discrete two-dimensional

systems, researchers have focused on the continuous version of the Roesser model. Similar

to the results in Lodge and Fahmy (1981) Piekarski claimed in Piekarski (1977) a nec-

essary and sufficient stability condition: The system is stable (characteristic polynomial

is very strict Hurwirtz) if and only if there exists a positive definite, symmetric matrix

P = P1 ⊕ P2 such that

ATP + PA = Q < 0. (2.9)

However, it was shown, that this condition is only sufficient in Anderson et al. (1986).

Algorithms to find such a P appeared in Xiao et al. (1997). Another necessary and

sufficient LMI condition requiring the existence of a positive definite Hermitian solution

P (ω) for all real ω was given in Agathoklis et al. (1991).

Piekarski’s LMI condition (2.9) was later found to be sufficient to guarantee asymptotic

stability for systems with bounded initial conditions, Galkowski (2002).

The stability of uncertain continuous two-dimensional systems has been discussed in

the time domain in Xu et al. (2005), and in the frequency domain in Fernando and Trinh

(2007).

2.3.3 Linear Continuous-Discrete Two-Dimensional Systems

Alongside discrete repetitive processes some researchers also studied “differential” repetitive

processes leading to the study of continuous-discrete two-dimensional systems.

Stability theory for continuous-discrete two-dimensional systems appears to be well de-

veloped. Different conditions for stability and asymptotic stability of differential repetitive

processes with dynamic boundary conditions (depending on the pass profiles of the previ-

ous passes) are given in Owens and Rogers (1999). These results were extended to stability

tests based on a one-dimensional Lyapunov function in Benton et al. (2002).

In Galkowski et al. (2003) the authors discuss stability along the pass (similar to asymp-

totic stability) for differential repetitive processes modelled in a form similar to the Roesser

model. Here, the first independent variable is the continuous time t and the second variable

is the discrete iteration k. They claim that such a system is stable along the pass if there
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exist two positive definite, symmetric matrices P1 and P2 such that

AT(P1 ⊕ 0) + (P1 ⊕ 0)A+AT(0⊕ P2)A− (0⊕ P2) = Q < 0. (2.10)

The proof in Galkowski et al. (2003) refers to Rogers and Owens (1992) for details. While

this book covers extensive results in the area, a complete LMI based stability proof for the

Roesser Model is not given. To the best of the author’s knowledge, there is no published

complete proof.

2.3.4 Nonessential Singularity of the Second Kind

Furthermore, an important special case is often excluded (either implicitly or explicitly)

in the stability discussions mentioned above. This is the case when there exists a set of

(z1, z2) (in the discrete-discrete case), (s1, s2) (in the continuous-continuous case), or (s, z)

(in the continuous-discrete case) such that both the denominator and the numerator of the

transfer function go to zero at the same time. In contrast to the case where the numerator

is nonzero for (z1, z2), (s1, s2) or (s, z) (nonessential singularity of the first kind) these

special points are often called nonessential singularities of the second kind (NSSK). Note

that the state space matrix A of every system with an NSSK at a certain point of the

bi-plane will also exhibit a singularity at the same point.

Most research avoids this singular case and assumes instead that the characteristic loci

are strictly inside the stability bi-region. However, it cannot always be avoided due to

structural properties of certain applications, or they are even desirable to obtain a system

with special characteristics. One such example is the design of fan filters that inherently

require an NSSK at the stability boundary, Bruton and Bartley (1989).

Another example are vehicle platoons. As discussed in Chapter 1 the characteristic

polynomial of these two-dimensional systems include a singularity at s = 0 and z = 1,

den(0, 1) = 0. (A more detailed discussion on how a suitable transfer function is derived

and the discussion of the corresponding numerator can be found in Section 3.4.)

It was shown in Goodman (1977) that some transfer functions with NSSK are BIBO

stable, while some with NSSK at the same point in the bi-plane are BIBO unstable. A

sufficient BIBO stability condition in the frequency domain for discrete two-dimensional

systems with NSSK at the boundary of the bi-disc (i.e. |z1| = |z2| = 1) has been presented

in Dautov (1981): The system is stable if den(z1, z2) has finitely many zeros at the stability

border and can be continuously extended to the closed polydisc. Dautov (1981) conjectures

this condition is also necessary. This was followed by a necessary condition that stability

can only be achieved when the NSSK occur at the border (or outside) of the bi-disc in

Reddy and Jury (1987).

Although the results in Goodman (1977); Dautov (1981); Reddy and Jury (1987) were

obtained in the frequency domain, it should be noted that previous LMI-based results in

the time domain also exclude systems where A has singularities on the stability boundary
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(SSB) since a sign definite solution of the LMI is required. However, as we will show

later in Lemma 4.1, such systems cannot achieve a sign definite solution to the required

LMI. Hence, LMI based stability conditions presented in the literature so far cannot be

employed to study the stability of two-dimensional systems including singularities at the

stability boundary in general, and continuous-discrete two-dimensional systems describing

a vehicle platoon in particular.

This is not surprising considering that the condition that the poles are inside the open

stability region is necessary and sufficient for asymptotic stability. However, the definition

used commonly for asymptotic stability requires the states to tend to zero in the presence

of any set of bounded initial conditions. As discussed in Chapter 1 applying a step signal

as a reference signal (i. e. bounded initial conditions in the two-dimensional sense) in a

vehicle platoon leads to nonzero local states. Thus, the system is not asymptotically

stable according to that definition. This is not due to poor design of the system but a

necessary property of a functioning vehicle platoon.

Therefore, in order to analyse the stability of vehicle strings in a two-dimensional

system setting, different definitions for stability have to be developed as well as conditions

for (asymptotic) stability that explicitly include these marginally stable cases.

2.4 Nonlinear Two-Dimensional Systems

Compared to the large variety of results about the stability of linear two-dimensional

systems only little work seems to be available concerning the stability of nonlinear two-

dimensional systems. It is also worth mentioning that all results on stability of nonlinear

two-dimensional systems known to the author exclusively study the stability of the discrete

time version of such systems.

Most research appears to be focused on particular types of nonlinearities. A range of

papers, for example, analyse overflow nonlinearities in general and saturations in particu-

lar. In Kar and Singh (2001) the authors propose a sufficient condition based on LMIs for

global asymptotic stability of linear two-dimensional Roesser models with overflow nonlin-

earities. Similar LMI based sufficient conditions for global asymptotic stability of linear

two-dimensional Roesser models with saturated derivatives appeared in Kar and Singh

(2005) and were later extended in Singh (2007).

Sufficient stability conditions based on LMIs for systems with a more general set of

nonlinearities in the sector [0, gk] were presented in Hinamoto (1993).

Stability of a general nonlinear discrete two-dimensional system of the form
(

x1(k + 1, l)

x2(k, l + 1)

)

= f(x,u, k, l) (2.11)

was first analysed in Kurek (1995). The main theorem guarantees different kinds of stability

if a scalar, positive definite Lyapunov function φ(x, k, l) = φ1(x1, k, l) + φ2(x2, k, l) with
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φ′(x, k, l) = φ1(x, k + 1, l) + φ2(x, k, l + 1) exists: The system is uniformly locally stable

if φ′ ≤ φ, uniformly locally asymptotically stable if φ′ < φ (and additional conditions

are satisfied), and uniformly globally asymptotically stable if there exists a real positive

number α < 1 such that φ′ ≤ αφ.

In Zhu and Hu (2011) the general discrete two-dimensional Fornasini-Marchesini second

model of the form x(k + 1, l+ 1) = f (x(k + 1, l) + x(k, l+ 1)) was considered. Using Lya-

punov arguments based on the theory of input to state stability (ISS), sufficient conditions

for local and global asymptotic stability, in the presence of bounded, decaying initial con-

ditions were derived. The authors also give sufficient LMI conditions for absolute stability

of linear systems with nonlinear feedback functions in the sector [0,K].

It should be noted that similar to stability results based on Lyapunov arguments for lin-

ear two-dimensional systems, all results of the Lyapunov type for nonlinear two-dimensional

systems known to the author require the divergence or deviation of the Lyapunov function

to be strictly negative. The only exception is the sufficient condition φ′−φ ≤ 0 for uniform

local stability in Kurek (1995). As noted in (Zhu and Hu, 2011, Remark 3) in order to

show global asymptotic stability for nonpositive differences, the assumptions on the initial

conditions need to be stronger than merely boundedness.

2.5 Input-to-State Stability

As we will use the notion of “input-to-state stability” (ISS) to prove stability of nonlinear

two-dimensional systems in Chapter 5 we will briefly review the most relevant findings on

ISS and its integral variant iISS.

The concept of input-to-state stability (ISS) was first proposed in Sontag (1989): It

was shown that the system is “smoothly input-to-state stabilisable” if for a system (linear

in control, described by ẋ = f(x)+G(x)u) there exists a control law such that the system

becomes ISS, i. e. there exist functions β ∈ KL and γ ∈ K∞ such that for each measurable

input u and each initial state ξ0 the solution x(t) exists and satisfies

|x(t)| < β(|ξ0|, t) + γ(‖u‖). (2.12)

(Note that class K, K∞ and KL functions will be defined in Section 5.2.) This result was

than extended in Sontag (1990) to show that systems of the general form ẋ = f(x,u) also

become ISS when a stabilising control law of a more general form is applied. A wide range of

different variations and analogies of ISS are summarised in Sontag and Wang (1996). These

notions include zero (global) asymptotic stability, global and local stability, the (uniform)

asymptotic gain and limit property and the existence of a “smooth ISS Lyapunov function”

V (x) of the form

α1(|x|) ≤V (x) ≤ α2(|x|) (2.13)

with V̇ (x) ≤− α3(|x|) + γ(|u|) (2.14)
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where α1, α2, α3, γ ∈ K∞.

Two integral variants of ISS were later proposed in Sontag (1998). One of the two (the

“L2 to L2 property”) was shown to be equivalent to ISS, whereas the second (the “L2 to L∞

property”) became known as “integral input-to-state stability” (iISS): There exist functions

α, γ ∈ K∞ and β ∈ KL such that the following estimate holds for all initial states ξ0 and

measurable inputs u

α(|x(t)|) < β(|ξ0|, t) +
t
∫

0

γ(|u(s)|)ds. (2.15)

It was also shown that ISS implies iISS and that a system is iISS if there exist a positive-

definite proper smooth function V , a constant q > 0 and functions γ1, γ2 ∈ K∞ such that

for all states x and inputs u

V̇ (x) ≤ (γ1(|u|)− q)V (x) + γ2(|u|). (2.16)

An extension of this Lyapunov type stability argument appeared in Angeli et al. (2000):

The system is iISS if there exists a “smooth iISS Lyapunov function” V (x) of the form

(2.13)-(2.14) where α3 is now only required to be positive definite. An extensive summary

of results on ISS and iISS can be found in Sontag (2008).

Although all results discussed above concern continuous time systems, a range of analo-

gies for discrete time systems of the form x(k + 1) = f(x(k),u(k)) have been introduced

in the literature. In Kazakos and Tsinias (1994) the authors extend the results on global

stabilisation in Sontag (1989, 1990) to discrete time systems. A proof that a discrete ver-

sion of the smooth ISS Lyapunov function exists if and only if the (discrete time) system

is ISS appeared in Jiang and Wang (2001). A range of analogies of iISS for discrete time

systems have been proposed in Angeli (1999), including the finding that the system is iISS

if and only if there exists a discrete time analogue of the smooth iISS Lyapunov function.

2.6 Conclusion

We conclude that vehicle platoons and the related field of string stability have been studied

in detail and different methods have been proposed to analyse the vehicle string dynamics

and to ensure string stability. Besides other approaches to analyse the system, a vehicle

platoon can be modelled as a two-dimensional system where the index or position k is

treated as a second dimension.

However, this system description inherits a singularity at the stability boundary due

to structural requirements of a vehicle platoon. As a consequence most published results

on two-dimensional systems cannot be applied since this marginally case is frequently

explicitly or implicitly excluded.

This work seeks to fill this gap in the existing theory and derive sufficient conditions

for stability of two-dimensional systems with singularities at the stability boundary both
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in the frequency domain (in Chapter 3) and the time domain (in Chapter 4 and Chapter 5)

using the example of platooning systems.
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BIBO Stability of Linear 2D Systems

This chapter aims to study bounded-input bounded-output stability of
continuous-discrete two-dimensional systems in the presence of nonessential
singularities of the second kind on the stability boundary. The string stability
of a chain of linear, unidirectionally connected systems in the frequency domain
using the Laplace-Z transform is studied as an illustrative example.
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3.1 Introduction

In this chapter we will study the bounded-input bounded-output (BIBO) stability of linear

continuous-discrete two-dimensional systems. A combination of the Laplace transform

(with respect to the continuous variable time t) and the Z transform (with respect to

the discrete variable position k) will be used to transform the system into the frequency

domain description. Several useful properties of the Laplace-Z transform, the proof for a

version of Parseval’s Theorem for continuous-discrete two-dimensional systems and other

mathematical results are presented in Section 3.2. They will then be used in Section 3.3

to derive the L2 induced operator norm in the frequency domain.

A linear homogeneous string of vehicles with unidirectional control will be modelled as a

continuous-discrete two-dimensional system and will subsequently be studied in Section 3.4

using the L2 induced operator norm. The same approach can also be used to study the

string stability of a linear homogeneous string of vehicles with unidirectional control and

communication range 2, Section 3.5. However, as it was revealed in Chapter 1 every two-

dimensional system describing such a vehicle string will feature a structural nonessential
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singularity on the stability boundary and special attention is needed to guarantee that the

induced operator norm is bounded at this point.

It should be noted that although the results in this chapter are given specifically for

linear continuous-discrete two-dimensional systems, coinciding results for linear continuous

two-dimensional and linear discrete two-dimensional systems follow directly from the find-

ings of this chapter. In order to enhance readability, however, linear continuous-discrete

two-dimensional systems will be studied in particular rather than the general linear two-

dimensional model to be discussed in Chapter 4 and Chapter 5.

A short version of this chapter has been accepted for publications in Knorn and Mid-

dleton (2012a).

3.2 Mathematical Preliminaries

The Laplace transform X(s) exists for any piecewise continuous (on 0 ≤ t < ∞) function

x(t) which is of exponential order as t → ∞, that is: ∃c, a < ∞, such that |x(t)| ≤ ceat.

In this case the Laplace transform X(s) in terms of the complex variable s is defined as

X(s) = L{x(t)} :=

∞
∫

0

x(t)e−stdt. (3.1)

The inverse Laplace transform is given by

x(t) = L−1 {X(s)} =
1

2πj

α+j∞
∫

α−j∞

X(s)estds (3.2)

with α > a and j is the imaginary unit. If the region of convergence of X(s) includes the

imaginary axis, (3.2) yields

x(t) =
1

2π

∞
∫

−∞

X(jω)ejωtdω. (3.3)

If the discrete signal x(k) for k ∈ N0 (with N0 being the set of natural numbers N and 0,

i. e. all nonnegative integers) grows no faster than exponentially, that is: ∃c, a <∞, such

that |x(k)| ≤ cak, its unilateral Z transform X(z) in terms of the complex variable z exists:

X(z) = Z {x(k)} :=

∞
∑

k=0

x(k)z−k. (3.4)

The inverse Z transform is

x(k) = Z−1 {X(z)} =
1

2πj

∮

Cα

X(z)zk−1dz (3.5)
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where
∮

Cα
is the contour integral around a circle centred at the origin with radius α > a.

If the region of convergence of X(z) includes the unit circle, (3.5) can be transformed into

x(k) =
1

2π

π
∫

−π

X
(

ejθ
)

ejθkdθ. (3.6)

We assume that x(t, k) is a continuous-discrete two-dimensional signal, which does not

grow faster than exponentially, i. e. ∃c, a, b <∞ such that

|x(t, k)| ≤ ceatbk. (3.7)

Thus, the unilateral, combined Laplace-Z transform X(s, z) of x(t, k) is defined as

X(s, z) = ZL{x(t, k)} :=

∞
∑

k=0

∞
∫

0

x(t, k)e−stdtz−k (3.8)

and its inverse

x(t, k) = {ZL}−1 {X(s, z)} = Z−1
{

L−1 {X(s, z)}
}

=
1

(2πj)2

∮

Cβ

α+j∞
∫

α−j∞

X(s, z)estdszk−1dz (3.9)

where α > a and Cβ is the contour |z| = β > b. In the case where α = 0 and β = 1 lie

within the region of convergence, (3.9) yields

x(t, k) =
1

(2π)2

π
∫

−π

∞
∫

−∞

X
(

jω, ejθ
)

ejωtdωejθkdθ. (3.10)

To prove Parseval’s Theorem later several properties of the Laplace-Z transformation are

needed. (These properties are simple extensions of well known results on the Laplace and

Z transform, which can be found in most textbooks, see e. g. Bellmann and Roth (1984);

Mathews and Howell (2006); Debnath and Bhatta (2006).)

Permutability Assuming that both transforms and inverse transforms exist, we can write

X(s, z) = ZL{x(t, k)} = Z { L{x(t, k)}} = L{ Z {x(t, k)}} (3.11)

and

x(t, k) = {ZL}−1 {X(s, z)} = Z−1
{

L−1 {X(s, z)}
}

= L−1
{

Z−1 {X(s, z)}
}

.

(3.12)

Proof To prove the first part in (3.11) we will use the Interchange Theorem (for

interchanging summation and integration based on the Uniform Convergence The-

orem), which can be found in several text books (see e.g. LePage (1980); Priestley
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(2003); Jeffrey (2005)). We need to show, that

∞
∑

k=0

∞
∫

0

∣

∣x(t, k)e−stz−k
∣

∣dt <∞. (3.13)

Since we assume x(t, k) does not grow faster than exponentially, (3.7), we can bound

the left hand side of (3.13) as

∞
∑

k=0

∞
∫

0

|x(t, k)| e−ℜ{s}t|z|−kdt ≤
∞
∑

k=0

∞
∫

0

ce(a−ℜ{s})t
(

b

|z|

)−k

dt (3.14)

which will converge for all ℜ{s} > a and |z| > b. Note that this is called the Region

of Convergence (ROC).

The property in (3.12) can be proven using the fact that the integration of a bounded

function over a finite length contour is bounded. �

Integration If the Laplace-Z transform of x(t, k) is X(s, z) and the integral
∫ t

0
x(τ, k)dτ

exists, we can write

ZL







t
∫

0

x(τ, k)dτ







=
1

s
X(s, z). (3.15)

Accumulation If the Laplace-Z transform of x(t, k) is X(s, z), then the Laplace-Z trans-

form of the cumulative sum
∑k

l=0 x(t, l) can be written as

ZL
{

k
∑

l=0

x(t, l)

}

=
1

1− z−1
X(s, z). (3.16)

Final Value Theorem If the final values limt→∞ x(t, k) and limk→∞ x(t, k) exist, they can

be expressed as

lim
t→∞

x(t, k) = lim
s→0

sXL(s, k) or (3.17)

lim
t→∞

XZ(t, z) = lim
s→0

sX(s, z) (3.18)

and

lim
k→∞

x(t, k) = lim
z→1

(1− z−1)XZ(t, z) or (3.19)

lim
k→∞

XL(s, k) = lim
z→1

(1− z−1)X(s, z) (3.20)

where XL(s, k) = L{x(t, k)}, and XZ(t, z) = Z{x(t, k)}. Consequently if the double

limit limt,k→∞ x(t, k) exists

lim
(t,k)→(∞,∞)

x(t, k) = lim
(s,z)→(0,1)

s(1− z−1)X(s, z). (3.21)
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Multiplication If both Laplace-Z transforms of x1(t, k) and x2(t, k) exist (X1(s, z) and

X2(s, z), respectively, and |xi(t, k)| ≤ cie
aitbki for i ∈ {1, 2}), the Laplace-Z trans-

form of x1(t, k)x2(t, k) is a combined convolution in the frequency domain

ZL{x1(t, k)x2(t, k)}

=
1

(2πj)2

∮

Cβ1

α1+j∞
∫

α1−j∞

X1(p, v)X2

(

s− p,
z

v

)

v−1dpdv (3.22)

where α1 > a1 and β1 > b1. If the region of convergence of X1 includes the imaginary

axis and the unit circle, i. e. α1 = 0 and β1 = 1, respectively, (3.22) becomes

ZL{x1(t, k)x2(t, k)}

=
1

(2π)2

π
∫

−π

∞
∫

−∞

X1

(

jω′, ejθ
′
)

X2

(

j(ω − ω′), ej(θ−θ′)
)

dω′dθ′. (3.23)

Lemma 3.1 (Parseval’s Theorem for Continuous-Discrete Two-Dimensional Systems)

If there exist a < 0 and b < 1 such that |x(t, k)| ≤ ceatbk, then the Laplace-Z transform

X(s, z) exists and the L2-norm of x(t, k) in the time domain is the same as the L2-norm

of X(s, z)in the frequency domain:

∞
∑

k=0

∞
∫

0

x2(t, k)dt = ‖x(·, ·)‖22 = ‖X (·, ·)‖22 =
1

(2π)2

π
∫

−π

∞
∫

−∞

X2
(

jω, ejθ
)

dωdθ. (3.24)

Proof First, we will define φ(t, k), ψ(t, k), and ξ(t, N) such that

t
∫

0

x2(τ, k)dτ =

t
∫

0

φ(τ, k)dτ = ψ(t, k) and
N
∑

k=0

ψ(t, k) = ξ(t, N). (3.25)

Since x(t, k) ∈ L2 [0,∞)× [0,∞) and x(t, k) ∈ R

N
∑

k=0

t
∫

0

x2(t, k)dt ≤
∞
∑

k=0

∞
∫

0

x2(t, k)dt =

∞
∑

k=0

∞
∫

0

|x(t, k)|22dt <∞. (3.26)
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Thus, the order of the summation, the integration and limits can be interchanged. We can

write the norm of x(t, k) as

‖x(·, ·)‖22 =
∞
∑

k=0

∞
∫

0

x2(t, k)dt

=

∞
∑

k=0

lim
t→∞

t
∫

0

x2(τ, k)dτ

= lim
t→∞

∞
∑

k=0

ψ(t, k)

= lim
t→∞

lim
N→∞

ξ(t, N). (3.27)

With the final value theorem for Laplace Transforms and for Z transforms the limit of

ξ(t, N) in (3.27) can be expressed as the limit in the frequency domain of the corresponding

Laplace-Z transform Ξ(s, z), (3.21),

‖x(·, ·)‖22 = lim
s→0

lim
z→1

s
(

1− z−1
)

Ξ(s, z). (3.28)

Because ξ(t, N) is the accumulation of ψ(t, k) we can apply (3.16), and (3.28) yields

‖x(·, ·)‖22 = lim
s→0

lim
z→1

sΨ(s, z) (3.29)

where Ψ(s, z) = LZ{ψ(t, k)}. Since ψ(t, k) is the integral of φ(t, k), LZ{φ(t, k)} =

Φ(s, z) = sΨ(s, z) and we can write according to (3.15)

‖x(·, ·)‖22 = lim
s→0

lim
z→1

Φ(s, z). (3.30)

Furthermore, we know that a multiplication in the time domain corresponds to a convolu-

tion in the frequency domain, (3.22), and transform (3.30) into

‖x(·, ·)‖22 = lim
s→0

lim
z→1

1

(2πj)2

∮

Cβ

α+j∞
∫

α−j∞

X(p, v)X
(

s− p,
z

v

)

v−1dpdv

=
1

(2πj)2

∮

Cβ

α+j∞
∫

α−j∞

X(p, v)X
(

−p, v−1
)

v−1dpdv. (3.31)

Since we require that |x(t, k)| ≤ ceatbk with a < 0 and b < 1, the region of convergence of

X2(s, z) includes α = 0 and |β| = 1. Thus (3.31) becomes

‖x(·, ·)‖22 =
1

(2π)2

π
∫

−π

∞
∫

−∞

X
(

jω, ejθ
)

X
(

−jω, e−jθ
)

dωdθ

=
1

(2π)2

π
∫

−π

∞
∫

−∞

∣

∣X
(

jω, ejθ
)∣

∣

2
dωdθ

= ‖X (·, ·)‖22 . (3.32)
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Hê,d̂

(

jω, ejθ
)

D̂
(

jω, ejθ
)

Ê
(

jω, ejθ
)

Figure 3.1: Block diagram of a simple open loop system

Thus, the Euclidean norm in the time domain ‖x(·, ·)‖2 is equivalent to the Euclidean

norm in the frequency domain ‖x(·, ·)‖2 = ‖X (·, ·)‖2. �

3.3 Induced Operator Norm

We now want to find the induced 2-norm using the results for the norm in ω and θ intro-

duced in (3.32). Consider the continuous-discrete two-dimensional system in the frequency

domain in Figure 3.1 with Ê
(

jω, ejθ
)

= Hê,d̂

(

jω, ejθ
)

D̂
(

jω, ejθ
)

. The induced 2-norm

of Hê,d̂

(

jω, ejθ
)

is the upper bound for the norm of Ê
(

jω, ejθ
)

for all D̂
(

jω, ejθ
)

with

‖D̂(·, ·)‖2 = 1.

Assume Hê,d̂

(

jω, ejθ
)

is continuous almost everywhere except at a finite number of

points
(

jωp, e
jθp
)

of discontinuity at nonessential singularities of the second kind. In

addition, we require that for each such point (jωp, e
θp) there exists a neighbourhood around

(jωp, e
θp) such that for every possible curve θ = θi(ω) in this neighbourhood the limit

superior of the function gi(ω) =
∣

∣

∣Hê,d̂

(

jω, ejθi(ω)
)

∣

∣

∣ exists, i. e. lim supω→ωp
gi(ω) = Ci.

Then the induced operator norm of Hê,d̂

(

jω, ejθ
)

is

∥

∥

∥Hê,d̂ (·, ·)
∥

∥

∥

i2
= ess sup

ω,θ

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ . (3.33)

Note that we include functions Hê,d̂ that are discontinuous at a finite number of points.

Thus we extend the sufficient stability condition given in Dautov (1981). Dautov (1981)

proves that a system with a finite number of NSSK on the stability boundary is stable

if the transfer function can be continuously extended. This implies that all curves in the

neighbourhood around each point
(

jωp, e
jθp
)

of discontinuity leading towards
(

jωp, e
jθp
)

satisfy limω→ωp
gi(ω) = C. Thus, the limit as

(

jωp, e
jθp
)

is approached does not only

exist but is equal for all possible curves. Then the transfer function can be continuously

extended by setting Hê,d̂

(

jωp, e
jθp
)

= C.

The conjecture that this condition is sufficient and necessary (which was also used

in Reddy and Jury (1987)), however, is disproved since the transfer function of a two-

dimensional system describing a vehicle platoon is discontinuous around the NSSK at the

origin (ω = 0, θ = 0) and cannot be continuously extended as there exist curves (such

as spirals around the origin) such that the limit limω→ωp
gi(ω) does not exists. Also, for

curves that are chosen such that there exists a limit Ci, these limits might not be necessarily

equivalent. However, the system can be designed such that the system is BIBO stable.
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The induced norm of Hê,d̂

(

jω, ejθ
)

is defined as

∥

∥

∥Hê,d̂ (·, ·)
∥

∥

∥

2

i2
:= sup

‖D̂‖2
2=1

∥

∥

∥Hê,d̂

(

jω, ejθ
)

D̂
(

jω, ejθ
)

∥

∥

∥

2

2

= sup
‖D̂‖2

2=1





1

(2π)2

π
∫

−π

∞
∫

−∞

∣

∣

∣Hê,d̂

(

jω, ejθ
)

D̂
(

jω, ejθ
)

∣

∣

∣

2

dωdθ



 . (3.34)

First, we will show that the essential supremum of
∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ over all ω and θ is the

upper bound of the induced operator norm: From (3.34) and using Hölder’s inequality, we

get

∥

∥

∥Hê,d̂ (·, ·)
∥

∥

∥

2

i2
= sup

‖D̂‖2
2=1





1

(2π)2

π
∫

−π

∞
∫

−∞

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣

2 ∣
∣

∣D̂
(

jω, ejθ
)

∣

∣

∣

2

dωdθ





≤ ess sup
ω,θ

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣

2

sup
‖D̂‖2

2=1

(

1

(2π)2

π
∫

−π

∞
∫

−∞

∣

∣

∣D̂
(

jω, ejθ
)

∣

∣

∣

2

dωdθ

)

=ess sup
ω,θ

∣

∣

∣
Hê,d̂

(

jω, ejθ
)

∣

∣

∣

2

. (3.35)

To show that the essential supremum also is a lower bound we will use the following

Lemma:

Lemma 3.2

Given a two-dimensional operator Hê,d̂

(

jω, ejθ
)

which is continuous in
(

jω0, e
jθ0
)

the

induced operator norm of Hê,d̂

(

jω, ejθ
)

is always greater or equal to the magnitude of

Hê,d̂

(

jω0, e
jθ0
)

:

∥

∥

∥Hê,d̂ (·, ·)
∥

∥

∥

i2
≥
∣

∣

∣Hê,d̂

(

jω0, e
jθ0
)

∣

∣

∣ . (3.36)

Proof For 0 < |ω0| <∞ and 0 < θ0 < 2π we choose the disturbance signal

d̂ǫ(t, k) = αω0
e−ǫt cosω0t · αθ0e

−ǫk cos θ0k (3.37)

with

α2
ω0

=
4ǫ2 + 4ω2

0

2ǫ+ ω2
0/ǫ

(3.38)

and

α2
θ0 =

2
1

1−e−2ǫ + 1−e−2ǫ cos 2θ0
1−2e−2ǫ cos 2θ0+e−4ǫ

(3.39)
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to guarantee
∥

∥

∥d̂ǫ(·, ·)
∥

∥

∥

2
= 1. For details on how to choose αω0

and αθ0 see Section 3.A.1.

We will now use the following trick with Rǫ = {(ω, θ) : |ω ± ω0| ≤
√
ǫ, |θ ± θ0| ≤

√
ǫ}:

∥

∥

∥Hê,d̂ (·, ·)
∥

∥

∥

2

i2
= sup

‖D̂‖2=1

∥

∥

∥Hê,d̂

(

jω, ejθ
)

D̂
(

jω, ejθ
)

∥

∥

∥

2

2

≥
∥

∥

∥
Hê,d̂

(

jω, ejθ
)

D̂ǫ

(

jω, ejθ
)

∥

∥

∥

2

2

=
1

(2π)2

π
∫

−π

∞
∫

−∞

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣

2 ∣
∣

∣D̂ǫ

(

jω, ejθ
)

∣

∣

∣

2

dωdθ

≥ 1

(2π)2

∫∫

ω,θ∈Rǫ

∣

∣

∣
Hê,d̂

(

jω, ejθ
)

∣

∣

∣

2 ∣
∣

∣
D̂ǫ

(

jω, ejθ
)

∣

∣

∣

2

dωdθ

≥ 1

(2π)2

(

ess inf
ω,θ∈Rǫ

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣

2
)







∫∫

ω,θ∈Rǫ

∣

∣

∣D̂ǫ

(

jω, ejθ
)

∣

∣

∣

2

dωdθ






.

(3.40)

To conclude the proof we will now take the limit for ǫ approaching 0. Given thatHê,d̂

(

jω, ejθ
)

is continuous around ω0 and θ0 the limit of ess infRǫ

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ is

lim
ǫ→0

ess inf
Rǫ

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣

2

=
∣

∣

∣Hê,d̂

(

jω0, e
jθ0
)

∣

∣

∣

2

. (3.41)

To evaluate the integral of
∣

∣

∣D̂ǫ

(

jω, ejθ
)

∣

∣

∣

2

over Rǫ requires some more work. We will use

the Laplace-Z transform of d̂ǫ(t, k)

D̂ǫ(jω, e
jθ) = αω0

jω + ǫ

(jω + ǫ)2 + ω2
0

· αθ0

1− e−ǫ cos θ0e
−jθ

1− 2e−ǫ cos θ0e−jθ + e−2ǫe−2jθ
(3.42)

and show that in the limit ǫ → 0 the integral is equal to (2π)2. For details refer to

Section 3.A.2. Note that for ω0 = 0 or θ0 = 0 a simplified dǫ(t, k) can be chosen with

d̂ǫω (t) = αω0
e−ǫt or d̂ǫθ (k) = αθ0e

−ǫk, (3.43)

respectively. The corresponding coefficients are α2
ω0

= 2ǫ and α2
θ0

= 1 − e−2ǫ, see Sec-

tion 3.A.1. It can be shown in the same way that the integral of |D̂ǫ(jω, e
jθ)|2 over

Rǫ = {(ω, θ) : |ω| < √
ǫ, |θ| < √

ǫ} is (2π)2, see Section 3.A.2.

Thus,
∥

∥

∥Hê,d̂ (·, ·)
∥

∥

∥

i2
≥
∣

∣

∣Hê,d̂

(

jω0, e
jθ0
)

∣

∣

∣ . (3.44)

�

If the essential supremum of
∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ exists it can be achieved in three different

cases:
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First we will assume that the essential supremum of
∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ is achieved at ω̄

and θ̄ and
∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ is continuous in and around the supremum. In that case, we can

set (ω0, θ0) = (ω̄, θ̄) in (3.36) and use Lemma 3.2.

However, it is also possible that the essential supremum is achieved at a point (ωp, θp) of

discontinuity of
∣

∣

∣
Hê,d̂

(

jω, ejθ
)

∣

∣

∣
. We will use the assumptions made at the beginning of this

section. We require that for each such point (jωp, e
θp) there exists a neighbourhood around

(jωp, e
θp) such that for every possible curve θ = θi(ω) in this neighbourhood the limit

superior of the function gi(ω) =
∣

∣

∣Hê,d̂

(

jω, ejθi(ω)
)

∣

∣

∣ exists, i. e. lim supω→ωp
gi(ω) = Ci.

Given Lemma 3.2 above, for each ǫi > 0 there exist a δi(ǫi) > 0 and a point (jω0, e
jθi(ω0))

on gi such that for all ω, θ in a circle with radius δi around (ω0, θi(ω0)) (i. e. |(ω, θ) −
(ω0, θi(ω0))| ≤ δi) and |(ωp, θp)− (ω0, θi(θ0))| = ǫi we have

‖Hê,d̂(·, ·)‖i2 ≥ ess inf
|(ω,θ)−(ω0,θi(ω0))|≤ǫi

gi(ω). (3.45)

Therefore, it must be true that ‖Hê,d̂(·, ·)‖i2 ≥ Ci.

In the third case the supremum of
∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ occurs as ω0 → ∞ and θ0

ess sup
ω,θ

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ = lim
ω→∞

∣

∣

∣Hê,d̂

(

jω, ejθ0
)

∣

∣

∣ . (3.46)

For the time dependent part of d̂ǫ(t, k) we will choose d̂N (t) =
√
2Ne−Nt. It can then

be shown that for N → ∞ the integral of
∣

∣

∣D̂N (ω)
∣

∣

∣

2

over ω ∈
[

−N2,−
√
N
]

∪
[√
N,N2

]

is equal to 2π. (For details see Section 3.A.2.) At the same time we can use a similar

argument as above to show that ‖Hê,d̂(·, ·)‖i2 ≥ limω→∞
∣

∣

∣
Hê,d̂

(

jω, ejθ0
)

∣

∣

∣
.

Thus, it is always true that

∥

∥

∥Hê,d̂ (·, ·)
∥

∥

∥

i2
≥ ess sup

ω,θ

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ . (3.47)

Together with (3.35) the induced L2-norm of Hê,d̂(jω, e
jθ) is

∥

∥

∥Hê,d̂ (·, ·)
∥

∥

∥

i2
=
∥

∥

∥Hê,d̂ (·, ·)
∥

∥

∥

∞
:= ess sup

ω,θ

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ . (3.48)

3.4 Linear, Unidirectional Control

3.4.1 System Description

We wish to discuss the stability of a simple chain of vehicles where all but the first should

keep a fixed distance x̂d to their predecessor. The first car follows a given trajectory x̂(t, 0).

We will choose the same vehicle model with transfer function P (s) and the same linear

controller C(s) for every subsystem, i. e. every car. The controller C(s) is chosen such that

the subsystem with T (s) = C(s)P (s)/(1 + C(s)P (s)) is stable.
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Ch(s) =
C(s)
Q(s)

P (s)

Q(s)

X̂L(s, k − 1) ÊL(s, k) ÛL(s, k)

D̂L(s, k)

X̂L(s, k)

−

Figure 3.2: Block diagram of the linear subsystem with time headway

The open loop transfer function L(s) has exactly two poles at the origin, L(s) =

P (s)C(s) = 1
s2 L̃(s) with L̃(0) 6= 0. Feedback loops of this kind are also referred to as “type

II servomechanisms”. The position of the kth vehicle x̂(t, k) depends on the disturbance

d̂(t, k) and the actuator signal of the kth controller û(t, k) . The local control objective is

to force the separation error ê(t, k) to zero. Measurement noise is neglected for simplicity.

Using the Laplace transform with respect to time t (denoted by ·L) the system with zero

initial conditions is described by

X̂L(s, k) = P (s)
(

ÛL(s, k) + D̂L(s, k)
)

, (3.49)

ÛL(s, k) = C(s)ÊL(s, k) and (3.50)

ÊL(s, k) = X̂L(s, k − 1)− X̂L(s, k)−
x̂d
s
. (3.51)

It is known that for type II servomechanisms the absolute value of the complementary

sensitivity function of a single subsystem, T (s) = L(s)
1+L(s) , is greater than 1 for a range

of frequencies ω ∈ (ω−, ω+). The system therefore will be ‘string unstable’ for constant

spacing (x̂d = const), Sheikholeslam and Desoer (1990); Seiler et al. (2004), which means

that the peak over time of the error signal ê(t, k) grows without bound as k increases.

Since when using a constant spacing policy the system is string unstable, a linear time

headway h is incorporated in the feedback path. In addition to a fixed vehicle separation, a

velocity v̂(t, k) dependent distance is required between the vehicles, x̂d(t, k) = x̂d0
+hv̂(t, k).

Note that in order to preserve the closed loop poles of the time headway free system, an

additional pole is inserted into the controller transfer function such that Ch(s) =
C(s)
Q(s) with

Q(s) = hs+ 1. To simplify the following derivations and because we are interested in the

disturbance to error behaviour we shall set x̂d0
= 0 below. The new subsystem is shown

in Figure 3.2.

After applying the Laplace transform with respect to t the error signal ÊL(s, k) yields

ÊL(s, k) =X̂L(s, k − 1)−Q(s)X̂L(s, k)

=P (s)Ch(s)ÊL(s, k − 1) + P (s)D̂L(s, k − 1)

−Q(s)
(

P (s)Ch(s)ÊL(s, k) + P (s)D̂L(s, k)
)

= Γ(s)ÊL(s, k − 1) + Γ(s)C−1
h (s)

(

D̂L(s, k − 1)−Q(s)D̂L(s, k)
)

(3.52)
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with ÊL(s, k) = L{ê(t, k)}, X̂L(s, k) = L{x̂(t, k)}, D̂L(s, k) = L
{

d̂(t, k)
}

and the single

loop complementary sensitivity function

Γ(s) =
P (s)Ch(s)

1 +Q(s)P (s)Ch(s)
=

1

Q(s)

P (s)C(s)

1 + P (s)C(s)
=
T (s)

Q(s)
. (3.53)

Applying the Z transform with respect to k, (3.52) becomes

Ê(s, z) =Γ(s)z−1E(s, z) + Γ(s)C−1
h (s)

(

z−1 −Q(s)
)

D̂(s, z)

=
z−1 −Q(s)

1− z−1Γ(s)
Γ(s)C−1

h (s)

︸                            ︷︷                            ︸

=H
ê,d̂

(s,z)

D̂(s, z) (3.54)

with Ê(s, z) = Z
{

ÊL(s, k)
}

= ZL{ê(t, k)} and D̂(s, z) = Z
{

D̂L(s, k)
}

= ZL
{

d̂(t, k)
}

.

3.4.2 Conditions for String Stability

To guarantee
∥

∥

∥Ê(s, z)
∥

∥

∥

2
<∞ for any D̂(s, z) satisfying

∥

∥

∥D̂(s, z)
∥

∥

∥

2
<∞,

∣

∣

∣Hê,d̂ (s, z)
∣

∣

∣ must

be bounded for any s = a+ jω and z = rejθ with a ≥ 0 and r ≥ 1.

This is always true if Hê,d̂ (s, z) has no poles with {ℜ{s} ≥ 0}∩{|z| ≥ 1}. As discussing

stability of the string only makes sense for strings with stable subsystems, Γ(s) must not

have any poles with ℜ{s} ≥ 0. Also a local controller with zeros with positive real parts

has to be avoided to guarantee
∣

∣C−1
h (s)

∣

∣ <∞ for ℜ{s} ≥ 0.

Before discussing under which conditions the first part of Hê,d̂(s, z), i. e. the fraction
(

z−1 −Q(s)
)

/
(

1− z−1Γ(s)
)

, is devoid of poles with {ℜ{s} > 0} ∩ {|z| > 1} we will focus

on the region {s = jω} ∩
{

z = ejθ
}

.

Note that X̂(s, k) = Γ(s)X̂(s, k− 1)+Γ(s)C−1
h (s)D̂(s, k). Every vehicle should be able

to follow its predecessor and the local error should be forced to 0 for t → ∞. Therefore,

the subsystem closed loop transfer function Γ(s) is designed such that Γ(0) = 1. However,

this implies that Hê,d̂(s, z) will always have a pole at {s = 0} ∩ {z = 1}. Note that the

numerator of Hê,d̂(s, z) is also 0 at the same point, i. e. 1 − Q(0) = 1 − 1 − h · 0 = 0.

This is referred to as a nonessential singularity of the second kind (NSSK). (See also the

discussion in Chapter 1.)
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Therefore, we have to show that limǫ→0 sup(ω,θ)∈Bǫ(0,0)

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ is bounded:

lim
ǫ→0

sup
(ω,θ)∈Bǫ(0,0)

∣

∣

∣
Hê,d̂

(

jω, ejθ
)

∣

∣

∣

= lim
ǫ→0

sup
(ω,θ)∈Bǫ(0,0)

∣

∣

∣

∣

e−jθ −Q(jω)

1− e−jθΓ(jω)
Γ(jω)C−1

h (jω)

∣

∣

∣

∣

= lim
ǫ→0

sup
(ω,θ)∈Bǫ(0,0)

∣

∣

∣

∣

Q−1(jω)− ejθ

ejθ − Γ(jω)
T (jω)C−1

h (jω)

∣

∣

∣

∣

= lim
ǫ→0

sup
(ω,θ)∈Bǫ(0,0)

∣

∣

∣

∣

Q−1(jω)− Γ(jω)

ejθ − Γ(jω)
− 1

∣

∣

∣

∣

∣

∣T (0)C−1
h (0)

∣

∣

≤
(

lim
ǫ→0

sup
(ω,θ)∈Bǫ(0,0)

∣

∣

∣

∣

Q−1(jω)− Γ(jω)

ejθ − Γ(jω)

∣

∣

∣

∣

+ 1

)

∣

∣T (0)C−1
h (0)

∣

∣ . (3.55)

Since
∣

∣T (0)C−1
h (0)

∣

∣ is bounded, we will focus on the first term on the right hand side of

inequality (3.55):

lim
ǫ→0

sup
(ω,θ)∈Bǫ(0,0)

∣

∣

∣

∣

Q−1(jω)− Γ(jω)

ejθ − Γ(jω)

∣

∣

∣

∣

≤ lim
ǫ→0

sup
ω∈Bǫ(0)

∣

∣Q−1(jω)− Γ(jω)
∣

∣

1− |Γ(jω)|

= lim
ǫ→0

sup
ω∈Bǫ(0)

1√
h2ω2+1

∣

∣

∣
1− L̃(jω)

L̃(jω)−ω2

∣

∣

∣

1− 1√
h2ω2+1

∣

∣

∣

L̃(jω)

L̃(jω)−ω2

∣

∣

∣

= lim
ǫ→0

sup
ω∈Bǫ(0)

ω2

√
h2ω2 + 1

∣

∣

∣L̃(jω)− ω2
∣

∣

∣−
∣

∣

∣L̃(jω)
∣

∣

∣

. (3.56)

Remember that L̃(jω) is the open loop transfer function of a single subsystem without the

two integrators. Around the origin we can therefore express L̃(jω) as L̃(jω) = a0+a2ω
2+

a4ω
4 + . . .+ j(a1ω + a3ω

3 + . . . ). Using that and L’Hôpital’s Rule, (3.56) becomes

lim
ǫ→0

sup
(ω,θ)∈Bǫ(0,0)

∣

∣

∣

∣

Q−1(jω)− Γ(jω)

ejθ − Γ(jω)

∣

∣

∣

∣

≤ lim sup
ω→0

(

1

2

h2√
h2ω2 + 1

∣

∣

∣
L̃(jω)− ω2

∣

∣

∣

+
√

h2ω2 + 1
∂

∂ω2

∣

∣

∣L̃(jω)− ω2
∣

∣

∣− ∂

∂ω2

∣

∣

∣L̃(jω)
∣

∣

∣

)−1

=
1

1
2h

2a0 − 1
. (3.57)

Thus, using a time headway greater than
√

2/a0 =
√

2/L̃(0) will guarantee that Hê,d̂(s, z)

is bounded at the NSSK at the origin.

To ensure
∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ <∞ for all ω 6= 0 and θ, we must guarantee that |Γ(jω)| < 1

for all ω 6= 0. Otherwise, since we know that Γ(s) is strictly proper, there must exist an
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ω0 6= 0 such that |Γ(jω0)| = 1. To ensure |Γ(jω)| < 1 ∀ω 6= 0, the time headway h must

be greater than the infimal time headway

h0 :=

√

√

√

√sup
ω

(

|T (jω)|2 − 1

ω2

)

(3.58)

where T (s) = L(s)
1+L(s) is the single loop complementary sensitivity function of the system

with zero time headway and L(s) = 1
s2 L̃(s) is the corresponding open loop transfer function

with exactly two integrators and L̃(0) 6= 0.

Since the maximum in (3.58) can be attained at ω = 0 or at at least one ω0 6= 0, we

will distinguish between these two cases:

(a) The maximum in (3.58) is attained at ω = 0 only. Using L’Hôpital’s Rule and the

fact that L̃(0) = ¯̃L(0) =
∣

∣

∣L̃(0)
∣

∣

∣ condition (3.58) becomes

h0 = lim
ω→0

√

√

√

√

∣

∣

∣

L(jω)
1+L(jω)

∣

∣

∣

2

− 1

ω2
=
√

2
/∣

∣L̃(0)
∣

∣. (3.59)

Hence, choosing h >
√

2
/∣

∣L̃(0)
∣

∣ guarantees that |Γ(jω)| ≤ 1 for all ω and |Γ(jω)| = 1

only at ω = 0. Note that this is the same condition given above to guarantee that

|Hê,d̂(s, z)| is bounded at the NSSK at the origin. In fact, this condition has a simple

geometric interpretation. For h =
√

2
/∣

∣L̃(0)
∣

∣ the second derivative of |Γ(jω)| at

ω = 0 is zero, d2

dω2 |Γ(jω)|
∣

∣

∣

ω=0
= 0. Since |Γ(jω)| is equal to 1 at the origin, it would

be greater than 1 for some frequency ω′ > 0 if its second derivative at the origin is

greater than zero.

(b) The maximum in (3.58) is attained at at least one ω0 6= 0. In that case condition

(3.58) becomes

h0 =

√

∣

∣

∣

L(jω0)
1+L(jω0)

∣

∣

∣

2

− 1

ω0
. (3.60)

Choosing a time headway which is strictly greater than h0, h > h0, will guarantee

|Γ(jω)| ≤ 1 for all ω and |Γ(jω)| = 1 only at ω = 0 in both cases.

Note that if the supremum of (3.58) is achieved at ω = 0 and h0 is chosen according

to (3.59) the essential supremum of
∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ is achieved at the origin. In that

case approaching the origin along the curve θ = θ(ω) = −hω allows us to obtain the

limit: limω→0

∣

∣

∣Hê,d̂

(

jω, eθ(ω)
)

∣

∣

∣ =
1/2h2a0

1/2h2a0−1 |C
−1
h (0)Γ(0)|. This is in fact the supremum of

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ over ω and θ obtained at the origin (compare with (3.55) and (3.57)).

However, if h0 is chosen according to (3.60) the point where the essential supremum of
∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ is reached is continuous.
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Note that if the induced norm of Hê,d̂

(

jω, ejθ
)

is bounded,
∥

∥

∥Hê,d̂

(

a+ jω, rejθ
)

∥

∥

∥

∞
is

also bounded for any a ≥ 0 and r ≥ 1. Given that Γ(jω) and |Γ(jω)| ≤ 1 and |Γ(jω)| = 1

if and only if ω = 0, the Poisson Integral Formula yields

|Γ(a+ jω0)| =
1

π

∞
∫

−∞

|Γ(jω)| a

a2 + (ω0 − ω)2
dω

≤ 1

π

∞
∫

−∞

a

a2 + ω2
0 − 2ω0ω + ω2

dω

=
1

π

2a

2a

[

arctan
2ω − ω0

2a

]∞

−∞

=1. (3.61)

Note that since Γ(jω) is strictly proper, there exists a ω̃ such that |Γ(jω)| < 1
2 for all

ω > ω̃. Therefore, the inequality above is strict and there are no poles of Hê,d̂(s, z) in

{ℜ{s} > 0} ∩ {|z| ≥ 1}. Furthermore, there are no poles of Hê,d̂(s, z) in {ℜ(s) ≥ 0} ∩
{|z| > 1} because

∣

∣1− z−1Γ(s)
∣

∣ ≥ 1−
∣

∣z−1
∣

∣ |Γ(s)| ≥ 1−
∣

∣z−1
∣

∣ > 0 for ℜ{s} ≥ 0, |z| > 1. (3.62)

The previous results can now be combined: Since Hê,d̂(s, z) is bounded for

{{ℜ{s} = 0} ∩ {|z| = 1}} ∪ {{ℜ{s} > 0} ∩ {|z| ≥ 1}} ∪ {{ℜ{s} ≥ 0} ∩ {|z| > 1}} ,
(3.63)

it is bounded for Hê,d̂(s, z) in {ℜ{s} ≥ 0} ∩ {|z| ≥ 1} provided that the time headway is

greater than the infimal time headway, i. e. h > h0.

3.4.3 Example and Simulations

To illustrate our results we will simulate a string of forty vehicles with the simplified,

linearised second order model for each car

P (s) =
1

s2 + 2Cdv0s
(3.64)

where the drag coefficient is Cd = 7 · 10−4. A simple PID controller of the form

C(s) = kp +
ki
s
+

kds

T s+ 1
(3.65)

with kp = 1.66, ki = 0.17, kd = 4.1 and T = 1/30 will be used. The infimal time headway

which will guarantee string stability can be found examining the curve
√

|T (jω)|2 − 1/ω.

According to equation (3.58) and Figure 3.3, we see that the infimal time headway is

h0 ≈ 1.18.
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Figure 3.3: Curve to determine the infimal time headway h0

Thus choosing constant spacing (zero time headway) or a small time headway will lead

to an unstable string. However, if h is greater than h0, the system will be string stable.

The magnitude of Hê,d̂

(

jω, ejθ
)

for h = 1.5 is shown in Figure 3.4. The ridge leading

towards the origin is displayed in Figure 3.5. Simulations for h = 1 and h = 1.5 are shown

in Figure 3.6.

3.5 Linear, Unidirectional Control with Communication

Range 2

We have shown how a linear, unidirectional string behaves depending on the time head-

way h. However, to obtain a string stable system often a fairly large time headway is

required. That means that the distance between the vehicles at high speed can be very

large.

This can be improved by a wider communication range, that is using information from

a bigger set of vehicles. The easiest way to do so is to use the information of several

predecessors instead of only the direct predecessor.
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∣ around the origin
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Figure 3.6: Unidirectional string with communication range 1, h = 1.5

3.5.1 Singularity on the Stability Boundary

This implies that in the state space description the dimension of the variable x2 ∈ Rn2

is n2 > 1 and equals at least the number of vehicles ahead whose information is used

in the local error equation. Before considering a possible realisation with communication

range n2 = 2 we will show that similar to the case with n2 = 1 discussed in Chapter 1 a

singularity on the stability boundary is not only unavoidable but rather necessary.

Consider the state space description

ẋ1(t, k) =A11x1(t, k) +A12x2(t, k), (3.66)

∆x2(t, k) =A21x1(t, k) +A22x2(t, k), (3.67)

y(t, k) =c1x1(t, k) + c2x2(t, k). (3.68)

Assume that the initial conditions x10(k) = 0 for all k. Since the vehicles need to be able

to follow their predecessor and the first vehicle in the platoon a given trajectory, we require

that for a vector of step responses as initial or boundary conditions x20(t) = f2 the output
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signal y(t, k) tends to 1 for all k. Thus, f2 has to be suitably chosen such that there exists

a f1 such that

0 =A11f1 +A12f2 (3.69)

f2 =A21f1 +A22f2 (3.70)

1 =c1f1 + c2f2 (3.71)

Hence,

∀k lim
t→∞

y(t, k) = 1. (3.72)

Applying the Laplace transform with respect to t and the Z transform with respect to k

this yields

lim
s→0

sY (s, z) =
1

1− z−1
. (3.73)

Applying the Laplace transform with respect to t and the Z transform with respect to k

to (3.66)-(3.67) yields

X1(s, z) = (sI−A11)
−1

A12X2(s, z), (3.74)

X2(s, z) = (zI− I−A22)
−1
(z

s
f2 +A21X1(s, z)

)

. (3.75)

Thus

X2(s, z) = (zI− I−A22)
−1
(z

s
f2 +A21 (sI−A11)

−1
A12X2(s, z)

)

=
(

I− (zI− I−A22)
−1

A21 (sI−A11)
−1

A12

)−1

(zI− I−A22)
−1 z

s
f2

=
(

zI− I−A22 −A21 (sI−A11)
−1

A12

)−1 z

s
f2

=









I− z−1
(

I+A22 +A21 (sI−A11)
−1

A12

)

︸                                            ︷︷                                            ︸

=:Γ(s)









−1

1

s
f2 (3.76)

with the transfer function Γ(s) ∈ Cn2×n2 describing how X2(s, k+1) depends on X2(s, k).

Combining (3.76) and the Laplace-Z transform of (3.68), Y (s, z) yields

Y (s, z) =c1X1(s, z) + c2X2(s, z)

=
(

c1 (sI−A11)
−1

A12 + c2

)

X2(s, z)

=
(

c1(sI−A11)
−1A12 + c2

) (

I− z−1
Γ(s)

)−1 f2

s
. (3.77)

Thus, with (3.77), (3.73) yields

lim
s→0

sY (s, z) = lim
s→0

(

c1(sI−A11)
−1A12 + c2

) (

I− z−1
Γ(s)

)−1
f2

=
(

−c1A
−1
11 A12 + c2

) (

I− z−1
Γ(0)

)−1
f2. (3.78)
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Since it is required in (3.73) that the right hand side of (3.78) is equal to 1/(1− z−1), the

system description has to be chosen such that det(I− z−1
Γ(0)) contains at least the factor

1− z−1. This, however, also produces a singularity at s = 0 and z = 1.

3.5.2 System Description

Although numerous different approaches are possible, we will focus on this version. Here

ê(t, k) depends not only on x̂(t, k), x̂(t, k − 1), and v̂(t, k) but also on x̂(t, k − 2):

ê(t, k) = (1−α) (x̂(t, k − 1)− x̂(t, k))+α (x̂(t, k − 2)− x̂(t, k − 1))−hv̂(t, k) (3.79)

with α ∈ [0, 1). The first vehicle in the platoon follows a given trajectory x̂(t, 0). However,

x̂(t,−1) does not exist. To ensure that the separation between the cars in steady state is

equal, we will use the steady state separation hv̂(t, 0) with v̂(t, 0) = d
dt x̂(t, 0) instead of

(x̂(t, k − 2)− x̂(t, k − 1)) in the equation for ê(t, 1):

ê(t, 1) = (1− α) (x̂(t, 0)− x̂(t, 1)) + αhv̂(t, 0)− hv̂(t, 1). (3.80)

Thus, the separation between the cars in steady state is equal to the version with commu-

nication range 1 for the same time headway.

The system is set in a way that it is equivalent to the unidirectional case when the

parameter α is 0. Using the equations for X̂L(s, k), (3.49), and ÛL(s, k) = Ch,α(s)ÊL(s, k)

with Ch,α(s) = C(s)/(Q(s)− α), and applying the Laplace-Z transform the disturbance to

error transfer function Hê,d̂(s, z) is

Hê,d̂(s, z) =
(1− 2α)z−1 + αz−2 − (Q(s)− α)

1− (1− 2α)Γα(s)z−1 − αΓα(s)z−2
Γα(s)C

−1
h,α(s) (3.81)

with Γα(s) = T (s)/(Q(s)− α).

3.5.3 Conditions for String Stability

Given the fact that Γα(s) and C−1
h,α(s) do not have poles with real parts greater or equal to

zero, string stability of the system will depend on the zeros of the denominator of (3.81).

The zeros of p(s, z) = z2 − (1 − 2α)Γα(s)z − αΓα(s) for α < 1/2 are

z1,2(s) =
1− 2α

2
Γα(s)±

√

(1 − 2α)2

4
Γ2
α(s) + αΓα(s). (3.82)

To guarantee string stability both poles have to lie within the closed unit circle around

the origin in the z-plane for s = jω for all ω. That means that we have to guaran-

tee |z1,2(jω)| < 1 for all ω. We will now write Γα(jω) as T (jω)/(Q(jω) − α) where



3.5. LINEAR, UNIDIRECTIONAL CONTROL WITH COMMUNICATION RANGE 2 43

T (jω) = r(ω) exp(jφ(ω)). The magnitude of pole z1(jω) can be bounded by

|z1(jω)| ≤
1− 2α

2

r(ω)
√

h2ω2 + (1− α)2

+

∣

∣

∣

∣

∣

∣

∣

√

√

√

√

(1− 2α)2

4

r2(ω)e2j(φ−arctan hω
1−α )

h2ω2 + (1− α)2
+
αr(ω)ej(φ−arctan hω

1−α )
√

h2ω2 + (1− α)2

∣

∣

∣

∣

∣

∣

∣

. (3.83)

Using the fact that
∣

∣ejφ
∣

∣ = 1 for all φ, the bound yields

|z1(jω)| ≤
1− 2α

2

r(ω)
√

h2ω2 + (1− α)2

+

√

(1− 2α)2

4

r2(ω)

h2ω2 + (1− α)2
+

αr(ω)
√

h2ω2 + (1− α)2
. (3.84)

Since it is required that |z1,2(jω)| < 1 for all ω we can derive from (3.84)

(1 − 2α)2

4

r2(ω)

h2ω2 + (1− α)2
+

αr(ω)
√

h2ω2 + (1− α)2
<

(

1− 1− 2α

2

r(ω)
√

h2ω2 + (1− α)2

)2

(3.85)

and thus

αr(ω)
√

h2ω2 + (1− α)2
< 1− (1− 2α) r(ω)

√

h2ω2 + (1− α)2
. (3.86)

Simplifying even further yields for the infimal headway for a communication range of two

h0,2 = (1− α) sup
ω

√

r2(ω)− 1

ω
= (1− α)h0. (3.87)

Note that for α = 1/2 equation (3.87) becomes h0,2 = 1/2 · h0. However, for α > 1/2 the

infimal time headway becomes h0,2 = supω
√

(3α− 1)2r2(ω)− (1− α)2)/ω. For ω → 0

the absolute value of |T (jω)| = r(ω) will approach 1 and square root will go to a constant

value c(α) 6= 0. Therefore, h0,2 → ∞ and the string is not string stable.

As in the unidirectional case we need to examine the limit for (ω, θ) → (0, 0) closely

since both the numerator and the denominator tend to zero at the same time and the system

has a NSSK on the stability boundary. We will show that lim(ω,θ)→(0,0)

∣

∣

∣
Hê,d̂

(

jω, ejθ
)

∣

∣

∣
is

bounded:
∣

∣

∣
Hê,d̂(s, z)

∣

∣

∣
=

∣

∣

∣

∣

(1− 2α)z−1 + αz−2 − (Q(s)− α)

1− (1 − 2α)Γα(s)z−1 − αΓα(s)z−2
Γα(s)C

−1
h,α(s)

∣

∣

∣

∣

=

∣

∣

∣

∣

1− (Q(s)− α)Γα(s)

1− ((1 − 2α)z−1 + αz−2)Γα(s)
− 1

∣

∣

∣

∣

∣

∣

∣C−1
h,α(s)

∣

∣

∣

≤
(∣

∣

∣

∣

1− (Q(s)− α)Γα(s)

1− ((1− 2α)z−1 + αz−2)Γα(s)

∣

∣

∣

∣

+ 1

)

∣

∣

∣
C−1

h,α(s)
∣

∣

∣
. (3.88)
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Since for (ω, θ) → (0, 0) it is true that

∣

∣1− ((1 − 2α)z−1 + αz−2)Γα(s)
∣

∣ ≥ 1−
∣

∣(1− 2α)z−1 + αz−2
∣

∣ |Γα(s)| (3.89)

and

∣

∣(1− 2α)z−1 + αz−2
∣

∣ ≤ (1− 2α)
∣

∣z−1
∣

∣+ α
∣

∣z−2
∣

∣ ≤ 1− α (3.90)

we can rewrite (3.88) and get

lim sup
(ω,θ)→(0,0)

∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ ≤ lim sup
ω→0

( |1− (Q(jω)− α)Γα(jω)|
1− (1− α) |Γα(jω)|

+ 1

)

∣

∣

∣C−1
h,α(jω)

∣

∣

∣ .

(3.91)

Using the fact that Γα(s) =
T (s)

Q(s)−α , T (s) = L̃(s)

s2+L̃(s)
and the following approximation for

L̃(jω) for small ω, L̃(jω) = a0 + a2ω
2 + a4ω

4 + . . . (a1ω + a3ω
3 + . . . )j, we can simplify

the first term of the right hand side of (3.91), use l’Hôpital’s Rule and get

lim sup
ω→0

|1− (Q(jω)− α)Γα(jω)|
1− (1− α) |Γα(jω)|

= lim sup
ω→0

ω2

|−ω2+L̃(jω)|
1− (1 − α) 1√

h2ω2+(1−α)2

|L̃(jω)|
|−ω2+L̃(jω)|

= lim sup
ω→0

√

h2ω2 + (1− α)2 · ω2

√

h2ω2 + (1− α)2 ·
∣

∣

∣
−ω2 + L̃(jω)

∣

∣

∣
− (1 − α)

∣

∣

∣
L̃(jω)

∣

∣

∣

=
1

h2a0

2(1−α)2 − 1
. (3.92)

For any h > h0,2 = (1 − α)h0 = (1 − α)
√

2
/∣

∣L̃(0)
∣

∣, (3.92) is bounded. Note that when

choosing α = 1/2 the system admits a second NSSK at s = 0 and z = −1. The same

argument as above can be followed to assure
∣

∣

∣Hê,d̂

(

jω, ejθ
)

∣

∣

∣ is bounded for ω = 0 and

θ = π. Therefore, with h > h0,2, Hê,d̂

(

jω, ejθ
)

is bounded for all ω and θ.

3.5.4 Example and Simulations

To illustrate our results we simulate a platoon of forty vehicles with the same transfer

functions P (s) and C(s) as above. As we have seen, to guarantee string stability for α = 0

(unidirectional case with communication range 1) the time headway has to be greater than

h0 ≈ 1.18.

The poles in the z-plane for different values of α and h are displayed in Figure 3.7. For

h = 1.5 according to (3.87) both poles are within the closed unit circle for α ∈ [0, 0.5].

That means that even with communication range 1 the system is string stable. However,

using a communication range of 2 with a very small α = 0.1 the performance of the string
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Figure 3.7: Location of poles of Hê,d̂(s, z) for communication range 2

can be improved significantly. Simulations for α = 0.1 and α = 0.3 are shown in Figure 3.8.

To compare the results with the unidirectional case with communication range 1 please

see Figure 3.6 on page 40.

For h = 1 according to (3.87) the minimal α to guarantee string stability is approxi-

mately 0.15. So choosing α = 0.1 will lead to a system which is not string stable, since the

maximal magnitude of one pole will be greater than 1. However, with h = 1 increasing α

to 0.3 will guarantee string stability. Simulations for α = 0.1 and α = 0.3 are shown in

Figure 3.9.

If h = 0.8 the minimal α to guarantee string stability according to (3.87) is approxi-

mately 0.32. Thus choosing h = 0.8 the system is string unstable for α = 0.3 and string

stable for α = 0.4, see Figure 3.7. Both simulations are shown in Figure 3.10.
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ê(
t,
k
)

Position k
Time t

0 20 40 60

0

20

40
−0.2

0

0.2

(b) Step Response for α = 0.1

∣ ∣ ∣
H

ê
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Figure 3.8: Unidirectional string with communication range 2, h = 1.5, α = 0.1 and 0.3

3.6 Conclusion

Throughout this chapter we studied the BIBO stability of linear continuous-discrete two-

dimensional systems. The systems were analysed in the frequency domain after applying

the combined Laplace-Z transform and the corresponding L2 induced operator norm was

derived and enabled the string stability analysis of a linear homogeneous string of vehicles

with unidirectional control.

This approach allows the study of such string stability problems in a generalised fashion

for all unidirectional strings regardless of their communication range. The communica-

tion range only determines the degree of the complex variable z in the transfer function

Hê,d̂(s, z) but does not require a change in the methods used to analyse the stability of the

system.

However, every such system derived from a vehicle string model features an unavoidable

structural nonessential singularity of the second kind on the stability boundary and special

care is required to guarantee that the induced operator norm remains bounded in this
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Figure 3.9: Unidirectional string with communication range 2, h = 1, α = 0.1 and 0.3

region. Hence, the advantages of a generalised stability analysis for unidirectional vehicle

strings are partly relativised due to this required additional step in the analysis.

Another disadvantage of this frequency domain approach is the fact that the poles z(s)

of Hê,d̂(s, z) are functions of the complex variable s. Thus inspecting the poles requires an

infinite number of numerical calculations or a more advanced criterion to test the location

of the poles.

Therefore, it will be the aim of the following chapter to derive different stability condi-

tions for linear two-dimensional systems including singularities on the stability boundary.
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Figure 3.10: Unidirectional string with communication range 2, h = 0.8, α= 0.3 and 0.4

3.A Chapter Appendix

3.A.1 Parameter Choice for the Disturbance Signal

To ensure
∥

∥

∥d̂ǫ(·, ·)
∥

∥

∥

2
= 1 we have to choose αω0

and αθ0 appropriately. Note that

∥

∥

∥d̂ǫ(·, ·)
∥

∥

∥

2

2
=

∞
∑

k=0

∞
∫

0

(

αω0
e−ǫt cosω0t · αθ0e

−ǫk cos θ0k
)2

dt

=

∞
∑

k=0

α2
θ0e

−2ǫk cos2 θ0k ·
∞
∫

0

α2
ω0
e−2ǫt cos2 ω0tdt. (3.93)
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We will start by examining the part of d̂ǫ(t, k) depending on t. Assume first that 0 < |ω0| <∞.

Solving the integral on the right hand side of (3.93) yields

∞
∫

0

α2
ω0
e−2ǫt cos2 ω0tdt

=
α2
ω0

4ǫ2 + 4ω2
0

[

e−2ǫt cosω0t (−2ǫ cosω0t+ 2ω0 sinω0t)−
ω2
0

ǫ
e−2ǫt

]∞

t=0

=
α2
ω0

4ǫ2 + 4ω2
0

(

2ǫ+
ω2
0

ǫ

)

. (3.94)

Thus, α2
ω0

has to be

α2
ω0

=
4ǫ2 + 4ω2

0

2ǫ+ ω2
0/ǫ

. (3.95)

In case ω0 = 0 solving the integral on the right hand side of (3.93) yields

∞
∫

0

α2
ω0
e−2ǫtdt =

α2
ω0

2ǫ

[

e−2ǫt
]∞
t=0

=
α2
ω0

2ǫ
. (3.96)

Thus, set α2
ω0

= 2ǫ. Solving the summation on the right hand side of (3.93) for 0 < θ0 < 2π

yields

∞
∑

k=0

α2
θ0e

−2ǫk cos2 θ0k =

∞
∑

k=0

α2
θ0
e−2ǫk

4

(

ej2θ0k + 2 + e−j2θ0k
)

=
α2
θ0

2

(

1

1− e−2ǫ
+

1− e−2ǫ cos 2θ0
1− 2e−2ǫ cos 2θ0 + e−4ǫ

)

. (3.97)

So αθ0 has to be chosen appropriately

α2
θ0 =

2
1

1−e−2ǫ + 1−e−2ǫ cos 2θ0
1−2e−2ǫ cos 2θ0+e−4ǫ

. (3.98)

In case θ0 = 0 observe that the summation on the right hand side of (3.93) simplifies to

∞
∑

k=0

α2
θ0e

−2ǫk =
α2
θ0

1− e−2ǫ
. (3.99)

Hence, choose α2
θ0

= 1− e−2ǫ to guarantee that the L2 norm of d̂ǫ(t, k) is 1.
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3.A.2 The Limit of the Disturbance Signal Norm

Note that

lim
ǫ→0

∫∫

Rǫ

∣

∣

∣D̂ǫ(jω, e
jθ)
∣

∣

∣

2

dωdθ

= lim
ǫ→0

∫∫

Rǫ

∣

∣

∣

∣

αω0

jω + ǫ

(jω + ǫ)2 + ω2
0

· αθ0

1− e−ǫ cos θ0e
−jθ

1− 2e−ǫ cos θ0e−jθ + e−2ǫe−2jθ

∣

∣

∣

∣

2

dωdθ

= lim
ǫ→0

∫

Rǫ(ω)

∣

∣

∣

∣

αω0

jω + ǫ

(jω + ǫ)2 + ω2
0

∣

∣

∣

∣

2

dω

· lim
ǫ→0

∫

Rǫ(θ)

∣

∣

∣

∣

αθ0

1− e−ǫ cos θ0e
−jθ

1− 2e−ǫ cos θ0e−jθ + e−2ǫe−2jθ

∣

∣

∣

∣

2

dθ (3.100)

where Rǫ(ω) = {ω : |ω ± ω0| ≤
√
ǫ} and Rǫ(θ) = {θ : |θ ± θ0| ≤

√
ǫ}. To show that

limǫ→0

∫

Rǫ
|D̂ǫ(jω, e

jθ)|2dωdθ = (2π)2 we will start to evaluate the part of D̂ǫ depending

on ω, i. e. the first limit on the right hand side of (3.100) and assume first that 0 < |ω0| <∞.

(Note that ln is the natural logarithm.) Thus

∫

Rǫ(ω)

∣

∣

∣

∣

αω0

jω + ǫ

(jω + ǫ)2 + ω2
0

∣

∣

∣

∣

2

dω

=

∫

Rǫ(ω)

α2
ω0

ω2 + ǫ2

ω4 − 2(ω2
0 − ǫ2)ω2 + (ω2

0 + ǫ2)2
dω

=α2
ω0

1

8

1

(ǫ2 + ω2
0)ǫ

[

− ω0ǫ ln
(

ω2
0 + ǫ2 + 2ω0ω + ω2

)

+
(

4ǫ2 + 2ω2
0

)

(

arctan

(

ω + ω0

ǫ

)

+ arctan

(

ω − ω0

ǫ

))

+ω0ǫ ln
(

ω2
0 + ǫ2 − 2ω0ω + ω2

)

]

∂Rǫ(ω)

. (3.101)
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The next step is to evaluate the antiderivative for both peaks (around ω0 and −ω0) and

the limit for ǫ→ 0:

lim
ǫ→0

∫

Rǫ(ω)

∣

∣

∣

∣

αω0

jω + ǫ

(jω + ǫ)2 + ω2
0

∣

∣

∣

∣

2

dω

= lim
ǫ→0

(

α2
ω0

1

8

1

(ǫ2 + ω2
0)ǫ

[

− ω0ǫ ln
(

4ω2
0 + ǫ2 + 4ω0

√
ǫ+ ǫ

)

+ω0ǫ ln
(

ǫ2 + ǫ
)

+
(

4ǫ2 + 2ω2
0

)

(

arctan

(

2ω0 +
√
ǫ

ǫ

)

+ arctan

(

1√
ǫ

))

+ω0ǫ ln
(

4ω2
0 + ǫ2 − 4ω0

√
ǫ + ǫ

)

− ω0ǫ ln
(

ǫ2 + ǫ
)

−
(

4ǫ2 + 2ω2
0

)

(

arctan

(

2ω0 −
√
ǫ

ǫ

)

+ arctan

(

1

−√
ǫ

))

]

dθ

+ lim
ǫ→0

∫

θ∈Rǫ

α2
ω0

1

8

1

(ǫ2 + ω2
0)ǫ

[

ω0ǫ ln
(

4ω2
0 + ǫ2 − 4ω0

√
ǫ+ ǫ

)

−ω0ǫ ln
(

ǫ2 + ǫ
)

+
(

4ǫ2 + 2ω2
0

)

(

arctan

(

1√
ǫ

)

+ arctan

(−2ω0 +
√
ǫ

ǫ

))

+ω0ǫ ln
(

ǫ2 + ǫ
)

− ω0ǫ ln
(

4ω2
0 + ǫ2 + 4ω0

√
ǫ+ ǫ

)

−
(

4ǫ2 + 2ω2
0

)

(

arctan

(

1

−√
ǫ

)

+ arctan

(−2ω0 −
√
ǫ

ǫ

))

])

. (3.102)

Note that with (3.95) we get
α2

ω0

8(ǫ2+ω2
0)ǫ

= 1
2(ǫ2+ω2

0)
, and equation (3.102) becomes

lim
ǫ→0

∫

Rǫ(ω)

∣

∣

∣

∣

αω0

jω + ǫ

(jω + ǫ)2 + ω2
0

∣

∣

∣

∣

2

dω

=
1

2ω2
0

[

− 0 + 2ω2
0

(π

2
+
π

2

)

+ 0− 2ω2
0

(π

2
− π

2

)

]

+
1

2ω2
0

[

+ 0 + 2ω2
0

(π

2
− π

2

)

− 0− 2ω2
0

(

−π
2
− π

2

)

]

=2π. (3.103)

In case ω0 = 0 the part of d̂ǫ(t, k) depending on t simplifies to αω0
e−ǫt. Its Laplace

transform is αω0
/(s + ǫ). Setting s = jω and examining the limit of the integral of
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|αω0
/(jω + ǫ)|2 over [−√

ǫ,
√
ǫ] yields

lim
ǫ→0

√
ǫ

∫

−√
ǫ

∣

∣

∣

∣

αω0

jω + ǫ

∣

∣

∣

∣

2

dω = lim
ǫ→0

√
ǫ

∫

−√
ǫ

α2
ω0

ω2 + ǫ2
dω

= lim
ǫ→0

α2
ω0

ǫ

[

arctan
ω

ǫ

]

√
ǫ

−√
ǫ

= lim
ǫ→0

2ǫ

ǫ

(

arctan
1√
ǫ
− arctan

1

−√
ǫ

)

=2π. (3.104)

In case |ω0| → ∞ choose the time dependent part of d̂ǫ(t, k) equal d̂N (t) =
√
2Ne−Nt.

Applying the Laplace transform and examining the limit of the integral of
∣

∣

∣D̂N(ω)
∣

∣

∣

2

over

the interval RN =
[

−N2,−
√
N
]

∪
[√
N,N2

]

yields

lim
N→∞

∫

RN

∣

∣

∣
L
{√

2Ne−Nt
}∣

∣

∣

2

dω

= lim
N→∞

∫

RN

2N

ω2 +N2
dω

= lim
N→∞

2N

N

[

arctan
ω

N

]

RN

= lim
N→∞

2

(

arctan
1

−
√
N

− arctan(−N) + arctan(N)− arctan
1√
N

)

=2π. (3.105)

Also, the limit of the interval over the second term on the right hand side of (3.100) has

to be equal 2π. First, let us assume 0 < θ0 < 2π and write
∣

∣

∣αθ0
1−e−ǫ cos θ0e

−jθ

1−2e−ǫ cos θ0e−jθ+e−2ǫe−2jθ

∣

∣

∣

2

as

∣

∣

∣

∣

∣

αθ0

1− e−ǫ cos θ0e
−jθ

1− 2e−ǫ cos θ0e−jθ + e−2ǫe−2jθ

∣

∣

∣

∣

∣

2

=α2
θ0

1− e−ǫ

2

(

ejθ0 − e−jθ0
) (

ejθ − e−jθ
)

+ e−2ǫ cos2 θ0

(1− e−ǫ+jθ0e−jθ) (1− e−ǫ−jθ0e−jθ) (1− e−ǫ−jθ0ejθ) (1− e−ǫ+jθ0ejθ)

=α2
θ0

(

M +
A

1− e−ǫ+jθ0e−jθ
+

B

1− e−ǫ−jθ0e−jθ

+
C

1− e−ǫ−jθ0ejθ
+

D

1− e−ǫ+jθ0ejθ

)

(3.106)
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with

A =D =
1− e−ǫ

2

(

ejθ0 − e−jθ0
) (

e−ǫ+jθ0 − eǫ−jθ0
)

+ e2ǫ cos2 θ0

(1− e−2ǫ) (1− e−j2θ0) (1− e−2ǫ+j2θ0)
, (3.107)

B =C =
1− e−ǫ

2

(

ejθ0 − e−jθ0
) (

eǫ+jθ0 − e−ǫ−jθ0
)

+ e2ǫ cos2 θ0

(1− e−2ǫ) (1− ej2θ0) (1− e−2ǫ−j2θ0)
, (3.108)

M =
e−2ǫ+4jθ0 − e−2ǫ+2jθ0 cos2 θ0

(

1 + e−2ǫ
)

+ e−2ǫ+2jθ0 − e2jθ0 + e−2ǫ

(1− e−2ǫ) (1− e−2ǫ+2jθ0) (e2jθ0 − e−2ǫ)
. (3.109)

The anti-derivative of (3.106) is

∫

Rǫ(θ)

∣

∣

∣

∣

αθ0

1− e−ǫ cos θ0e
−jθ

1− 2e−ǫ cos θ0e−jθ + e−2ǫe−2jθ

∣

∣

∣

∣

2

dθ

=α2
θ0

[

Mθ +A

(

θ +
1

j
ln
(

1− e−ǫ+jθ0e−jθ
)

)

+ B

(

θ +
1

j
ln
(

1− e−ǫ−jθ0e−jθ
)

)

+B

(

θ − 1

j
ln
(

1− e−ǫ−jθ0ejθ
)

)

+ A

(

θ − 1

j
ln
(

1− e−ǫ+jθ0ejθ
)

)]

∂Rǫ(θ)

. (3.110)
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Evaluating it at ∂Rǫ(θ) yields

∫

Rǫ(θ)

∣

∣

∣

∣

αθ0

1− e−ǫ cos θ0e
−jθ

1− 2e−ǫ cos θ0e−jθ + e−2ǫe−2jθ

∣

∣

∣

∣

2

dθ

=α2
θ0

[

Mθ0 +M
√
ǫ +A

(

θ0 +
√
ǫ+

1

j
ln
(

1− e−ǫ+jθ0e−jθ0−j
√
ǫ
)

)

+B

(

θ0 +
√
ǫ+

1

j
ln
(

1− e−ǫ−jθ0e−jθ0−j
√
ǫ
)

)

+B

(

θ0 +
√
ǫ− 1

j
ln
(

1− e−ǫ−jθ0ejθ0+j
√
ǫ
)

)

+A

(

θ0 +
√
ǫ− 1

j
ln
(

1− e−ǫ+jθ0ejθ0+j
√
ǫ
)

)

−Mθ0 +M
√
ǫ+A

(

−θ0 +
√
ǫ− 1

j
ln
(

1− e−ǫ+jθ0e−jθ0+j
√
ǫ
)

)

+B

(

−θ0 +
√
ǫ− 1

j
ln
(

1− e−ǫ−jθ0e−jθ0+j
√
ǫ
)

)

+B

(

−θ0 +
√
ǫ+

1

j
ln
(

1− e−ǫ−jθ0ejθ0−j
√
ǫ
)

)

+A

(

−θ0 +
√
ǫ+

1

j
ln
(

1− e−ǫ+jθ0ejθ0−j
√
ǫ
)

)

−Mθ0 +M
√
ǫ+A

(

−θ0 +
√
ǫ+

1

j
ln
(

1− e−ǫ+jθ0ejθ0−j
√
ǫ
)

)

+B

(

−θ0 +
√
ǫ+

1

j
ln
(

1− e−ǫ−jθ0ejθ0−j
√
ǫ
)

)

+B

(

−θ0 +
√
ǫ− 1

j
ln
(

1− e−ǫ−jθ0e−jθ0+j
√
ǫ
)

)

+A

(

−θ0 +
√
ǫ− 1

j
ln
(

1− e−ǫ+jθ0e−jθ0+j
√
ǫ
)

)

+Mθ0 +M
√
ǫ+A

(

θ0 +
√
ǫ− 1

j
ln
(

1− e−ǫ+jθ0ejθ0+j
√
ǫ
)

)

+B

(

θ0 +
√
ǫ− 1

j
ln
(

1− e−ǫ−jθ0ejθ0+j
√
ǫ
)

)

+B

(

θ0 +
√
ǫ+

1

j
ln
(

1− e−ǫ−jθ0e−jθ0−j
√
ǫ
)

)

+ A

(

θ0 +
√
ǫ+

1

j
ln
(

1− e−ǫ+jθ0e−jθ0−j
√
ǫ
)

)]

. (3.111)

Subsequently we will allow ǫ to go to 0. Note that A, B, and M contain the term 1− e−2ǫ

which is going to 0. However, it will cancel out with the same term in α2
θ0

so that the

limits of α2
θ0
A, α2

θ0
B, and α2

θ0
M for ǫ→ 0 exist and are bounded. For this reason the limit
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of the integral can be simplified significantly to

lim
ǫ→0

∫

Rǫ(θ)

∣

∣

∣

∣

αθ0

1− e−ǫ cos θ0e
−jθ

1− 2e−ǫ cos θ0e−jθ + e−2ǫe−2jθ

∣

∣

∣

∣

2

dθ

= lim
ǫ→0

2α2
θ0(A+B)

(

1

j
ln
(

1− e−ǫe−j
√
ǫ
)

− 1

j
ln
(

1− e−ǫej
√
ǫ
)

)

= lim
ǫ→0

2α2
θ0(A+B)

1

j

(

ln

(
√

1− 2e−ǫ cos
√
ǫ+ e−2ǫ

)

− ln

(

√

1− 2e−ǫ cos
√
ǫ+ e−2ǫ

)

+ j arctan
e−ǫ sin

√
ǫ

1− e−ǫ cos
√
ǫ
− j arctan

−e−ǫ sin
√
ǫ

1− e−ǫ cos
√
ǫ

)

= lim
ǫ→0

2α2
θ0(A+B)

(

π

2
− −π

2

)

. (3.112)

The limit of α2
θ0
A is

lim
ǫ→0

α2
θ0A = lim

ǫ→0

1− e−ǫ

2

(

ejθ0 − e−jθ0
) (

e−ǫ+jθ0 − eǫ−jθ0
)

+ e2ǫ cos2 θ0

(1− e−j2θ0) (1− e−2ǫ+j2θ0)

·2 1− 2e−2ǫ cos 2θ0 + e−4ǫ

1− 2e−2ǫ cos 2θ0 + e−4ǫ + (1 − e−2ǫ)(1 − e−2ǫ cos 2θ0)

=2
1− 1

2

(

ejθ0 − e−jθ0
) (

ejθ0 − e−jθ0
)

+ cos2 θ0

(1− e−j2θ0) (1− ej2θ0)

=
1− 1

2 (2 cos θ0)
2 + cos2 θ0

1− cos 2θ0

=
1− cos2 θ0

2 sin2 θ0

=
1

2
. (3.113)

The limit of α2
θ0
B for ǫ→ 0 can be evaluated in the same way and is 1/2 as well. Therefore

(3.112) becomes

lim
ǫ→0

∫

Rǫ(θ)

∣

∣

∣

∣

αθ0

1− e−ǫ cos θ0e
−jθ

1− 2e−ǫ cos θ0e−jθ + e−2ǫe−2jθ

∣

∣

∣

∣

2

dθ = 2π. (3.114)

In case θ0 = 0 set the k dependent part of d̂ǫ(t, k) to αθ0e
−ǫk. Applying the unilateral Z

transform with respect to k, integrating the square of the Z transform over θ ∈ [−√
ǫ,
√
ǫ]
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and evaluating the limit as ǫ→ 0 yields

lim
ǫ→0

√
ǫ

∫

−√
ǫ

∣

∣

∣

∣

αθ0e
jθ

ejθ − e−ǫ

∣

∣

∣

∣

2

dθ

= lim
ǫ→0

√
ǫ

∫

−√
ǫ

α2
θ0

1− 2e−ǫ cos θ + e−2ǫ
dθ

= lim
ǫ→0

2α2
θ0

√

(1 + e−2ǫ)
2 − 4e−2ǫ

[

arctan

(

1 + e−2ǫ + 2e−ǫ

1− e−2ǫ
tan

θ

2

)]

√
ǫ

−√
ǫ

= lim
ǫ→0

2

(

arctan

(

(

1 + e2ǫ
)2

1− e−2ǫ
tan

√
ǫ

2

)

− arctan

(

(

1 + e2ǫ
)2

1− e−2ǫ
tan

√
−ǫ
2

))

=2 lim
ǫ→0






arctan







1
4ǫ

− 1
2

1 +
(√

ǫ
2

)2

1

2e−2ǫ






+ arctan







− 1
4ǫ

− 1
2

1 +
(

−√
ǫ

2

)2

1

2e−2ǫ













=2π. (3.115)
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Internal Stability of Linear 2D Systems

In this chapter we will discuss internal stability of linear two-dimensional sys-
tems described by the Roesser model. In particular sufficient conditions for
stability, exponential stability and asymptotic stability will be derived. This will
be done using linear matrix inequalities and a generalised notation studying
continuous and discrete variables simultaneously. Special attention is paid to
the analysis of systems with singularities on the stability boundary.
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4.1 Introduction

As discussed in the previous chapter a homogeneous platoon of vehicles with unidirec-

tional control can be described as a continuous-discrete two-dimensional system. However,

the stability analysis in the frequency domain yields some significant disadvantages. One

drawback is the fact that every such system inherits an unavoidable structural nonessen-

tial singularity of the second kind (NSSK) on the stability boundary. Thus, the induced

operator norm in the frequency domain has to be examined with special care around this

singularity.

The aim of this chapter will be, therefore, to derive different conditions for the stability

of two-dimensional systems in the time domain using linear matrix inequalities (LMI).

Every system including a NSSK on the stability boundary in the frequency domain will

also exhibit a singularity on the stability boundary (SSB) in the time domain description.

Hence, as it will be shown later, no sign definite solution of the LMI can be found. Thus,
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previously derived conditions for stability of two-dimensional systems in the time domain

presented in the literature cannot be applied as they require sign definite solutions.

Conditions for stability and asymptotic stability of linear two-dimensional in the time

domain will be studied that only require semi-definite solutions to the LMI. Therefore,

they are suitable to examine the stability of linear two-dimensional systems including SSB.

The conditions to guarantee exponential stability proposed here demand a strictly sign

definite solution. Even though these conditions are only sufficient it will be shown that

systems including SSB cannot be exponentially stable.

After clarifying the notation in Section 4.2 and giving some preliminary results in

Section 4.3 we will prove exponential stability for two-dimensional systems in Section 4.4.

Asymptotic stability of two-dimensional systems under suitable assumptions which include

systems with SSB is studied in Section 4.5. All results in these sections will be given using

a generalised system model that describes continuous, discrete and continuous-discrete

systems simultaneously. The chapter concludes with string stability analysis for different

vehicle platoon settings in Section 4.6.

A short version studying the stability of continuous two-dimensional systems has been

accepted for publication in the Proceedings of the IEEE Conference on Decision and Con-

trol (CDC), Knorn and Middleton (2012b).

4.2 Notation

We will study stability of two-dimensional systems using a unified notation to describe the

stability of the state variable x(t1, t2) where for i ∈ {1, 2}

ti ∈ Ti that is ti ∈







R≥0 if ti continuous,

N0 if ti discrete.
(4.1)

We will use the generalised derivative operator δi for i ∈ {1, 2} to represent either a

derivative (continuous) or forward difference (discrete) with respect to ti. For example:

δ1x(t1, t2) :=







∂
∂t1

x(t1, t2) if t1 continuous,

x(t1 + 1, t2)− x(t1, t2) if t1 discrete.
(4.2)

The generalised integration operator S is defined as regular integration in continuous time

or left Riemann summation in discrete time. For example:

b

S
a
x(t1, t2)dt1 :=











b
∫

a

x(t1, t2)dt1 if t1 continuous,

∑t1=b−1
t1=a x(t1, t2) if t1 discrete.

(4.3)
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We will consider autonomous two-dimensional systems of the following form (Roesser

model, Roesser (1975))
(

δ1x1(t1, t2)

δ2x2(t1, t2)

)

︸              ︷︷              ︸

δx(t1,t2)

=

[

A11 A12

A21 A22

]

︸           ︷︷           ︸

A

(

x1(t1, t2)

x2(t1, t2)

)

︸           ︷︷           ︸

x(t1,t2)

(4.4)

where x1 ∈ Rn1 , x2 ∈ Rn2 , with the initial conditions x1(0, t2) = x10(t2) and x2(t1, 0) =

x20(t1). The autonomous system (4.4) has a solution that must satisfy:

x1(t1, t2) = E(A11)
t1x10(t2) +

t1
S
0
E(A11)

τ
A12x2(t1 − I1 − τ, t2)dτ, (4.5)

x2(t1, t2) = E(A22)
t2x20(t1) +

t2
S
0
E(A22)

τ
A21x1(t1, t2 − I2 − τ)dτ, (4.6)

where Ii for i ∈ {1, 2} denotes the indicator function

Ii :=







0 if ti continuous,

1 if ti discrete,
(4.7)

and

E(A)
t :=







eAt if t continuous,

(I+A)t if t discrete.
(4.8)

We say A is stable to mean either A is Hurwitz stable (continuous case) or I+A is Schur

stable (discrete case). In either case, if A is stable, then there exist λ > 0 (and in addition

λ < 1 in the discrete case) and k <∞ such that
∥

∥

∥E(A)
t
∥

∥

∥ ≤ kE(−λ)t. (4.9)

Note that

T

S
0
E(−λ)tdt = 1− E(−λ)T

λ
(4.10)

and for −λ stable

∞
S
T
E(−λ)tdt = E(−λ)T

λ
. (4.11)

Moreover ⊕ denotes the direct sum of matrices, e. g. P = P1 ⊕ P2 = diag{P1,P2}, I and

0 denote the identity matrix and the zero matrix of appropriate dimension, respectively,

and the imaginary unit is denoted by j. Consider the two-dimensional vector Lyapunov

function

V (t1, t2) :=

[

xT
1 (t1, t2) 0

0 xT
2 (t1, t2)

]

Px(t1, t2) =

(

V1(t1, t2)

V2(t1, t2)

)

(4.12)
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with P1 = PT
1 > 0, P2 = PT

2 > 0, P = P1 ⊕ P2 and

divV (t1, t2) = δ1V1(t1, t2) + δ2V2(t1, t2) (4.13)

with δiVi(t1, t2) = xTQix and

Q = Q1 +Q2 where Qi = ATP̃i + P̃iA+ IiA
TP̃iA for i ∈ {1, 2} (4.14)

with P̃1 = (P1 ⊕ 0) and P̃2 = (0⊕ P2).

Note that the generalised T i transform for i ∈ {1, 2} is

T i {x(ti)} = X(ξi) =







L{x(ti)} = X(si) if ti continuous,

Z {x(ti)} = X(zi) if ti discrete,
(4.15)

and ξi for i ∈ {1, 2} is the Laplace variable si if ti is continuous or the Z transform variable

zi if ti is discrete.

Definition 4.1 (Singularity on the Stability Boundary (SSB))

The two-dimensional Roesser Model has a singularity on the stability boundary if

there exits a set of ωi (if ti is continuous) or θi (if ti is discrete) such that the matrix

((ξ1 − I1)I⊕ (ξ2 − I2)I)−A is singular for ξi = jωi or ξi = ejθi , respectively.

We will make use of the following different definitions of initial conditions.

Definition 4.2 (L2 and L∞ Bounded Initial Conditions)

The initial conditions of a two-dimensional Roesser Model are L2 and L∞ bounded if

there exist ci, ζi <∞ such that for i ∈ {1, 2}

‖xi0(·)‖22 =
∞
S
0
|xi0(t)|2dt ≤ ci, and (4.16)

‖xi0(·)‖∞ = sup
t≥0

|xi0(t)| ≤ ζi. (4.17)

Definition 4.3 (L′
2 and L′′

∞ Smooth Bounded Initial Conditions)

The initial conditions of a two-dimensional Roesser Model are smooth bounded initial

conditions if they are L2 and L∞ bounded according to Definition 4.2 and in addition there

exist c′i, ζ
′
i, ζ

′′
i <∞ such that for i ∈ {1, 2}

‖δxi0(·)‖22 =
∞
S
0
|δxi0(t)|2dt ≤ c′i, (4.18)

‖δxi0(·)‖∞ = sup
t>0

|δxi0(t)| ≤ ζ′i, and (4.19)

‖δ2xi0(·)‖∞ = sup
t>0

|δ2xi0(t)| ≤ ζ′′i . (4.20)
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Definition 4.4 (Exponentially Decaying Initial Conditions)

The initial conditions of a two-dimensional Roesser Model are exponentially decaying,

if there exist µi > 0 and κi <∞ such that for i, k ∈ {1, 2} i 6= k

|xi0(tk)| ≤ κie
−µktk . (4.21)

We will discuss the stability of two-dimensional systems according to the following

definitions.

Definition 4.5 (Stability of Two-Dimensional Roesser Model)

The autonomous two-dimensional Roesser Model (4.4) is stable if for each M > 0

there exists a set of ci(M), ζi(M) > 0 such that if the initial conditions are in L2 and L∞

with bounds ci and ζi for i ∈ {1, 2}, respectively, then

|x(t1, t2)| ≤M for all t1, t2 > 0. (4.22)

Definition 4.6 (Asymptotic Stability of Two-Dimensional Roesser Model with Smooth Bounded

Initial Conditions)

The autonomous two-dimensional Roesser Model (4.4) is asymptotically stable, if for

any Smooth Bounded Initial Conditions (according to Definition 4.3) it is stable, and the

following limit holds

lim
t1+t2→∞

x(t1, t2) = 0. (4.23)

Note that asymptotic stability requires the states to tend to zero as t1+ t2 → ∞. That

includes the cases where t1 → ∞, t2 → ∞ and the double limit limt1,t2→∞ where t1 and

t2 tend to +∞ at the same time but in any possible form and direction.

Definition 4.7 (Exponential Stability of Two-Dimensional Roesser Model)

The autonomous, two-dimensional Roesser Model (4.4) is exponentially stable, if for

any exponentially decaying initial conditions there exist ηi > 0, and Mi <∞ such that for

i ∈ {1, 2} the following condition holds:

|xi(t1, t2)|22 ≤Mie
−η1t1e−η2t2 . (4.24)
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4.3 Mathematical Preliminaries

Before presenting our results concerning the asymptotic stability of two-dimensional sys-

tems we would like to show the connection between singularities on the stability boundary

and the solution of the Lyapunov equation.

Lemma 4.1

Consider the autonomous two-dimensional system (4.4). If the system has a singularity

on the stability boundary (SSB), then for every symmetric choice of P1 and P2, there exists

a nonzero vector v such that vHQv = 0 where Q is given in (4.14).

Proof The characteristic polynomial is equal to:

den(ξ1, ξ2) = det

[

(ξ1 − I1)I−A11 −A12

−A21 (ξ2 − I2)I−A22

]

. (4.25)

Since the system has a singularity at ξi = jωi or ξi = ejθi , respectively, the matrix

((ξ1 − I1)I⊕ (ξ2 − I2)I)−A has an eigenvalue at 0 for ξi = jωi or ξi = ejθi , respectively.

Therefore, there exists a vector v ∈ Cn such that
([

(ξ1 − I1)I 0

0 (ξ2 − I2)I

]

−A

)

v = 0. (4.26)

Using (4.26) we can rewrite vHQv = vH(Q1 +Q2)v and see from (4.14) that for instance

if t1 is continuous and t2 is discrete

vHQv =vHATP̃1v + vHP̃1Av + vHATP̃2v + vHP̃2Av + vHATP̃2Av

=vH

[

jω1I 0

0 0

]H [

P1 0

0 0

]

v + vH

[

P1 0

0 0

] [

jω1I 0

0 0

]

v

+vH

[

0 0

0
(

ejθ1 − 1
)

I

]H [

0 0

0 P2

]

v + vH

[

0 0

0 P2

][

0 0

0
(

ejθ1 − 1
)

I

]

v

+vH

[

0 0

0
(

ejθ1 − 1
)

I

]H [

0 0

0 P2

] [

0 0

0
(

ejθ1 − 1
)

I

]

v

=vH

[

(−jω1 + jω1)P1 0

0
(

e−jθ2 − 1 + ejθ2 − 1 + 1− e−jθ2 − ejθ2 + 1
)

P2

]

v

=0. (4.27)

If t1 is discrete or t2 is continuous it can be shown in a similar way that vHQv = 0. Thus,

vHQv = 0 independently of P . �

Note therefore that, for a system including SSB it is not possible to find positive definite

matrices P1 and P2 such that Q is sign definite.
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Even though for systems including SSB Q can never be sign definite, the existence

of a negative semi-definite Q with some additional assumptions on A is sufficient for

stability. Furthermore, with assumptions on the initial conditions we are able to guarantee

asymptotic stability (with bounded smooth initial conditions).

Before we show stability we will first use some interesting properties of two-dimensional

nonnegative vector fields with nonpositive divergence.

Lemma 4.2

Consider the two-dimensional space of two variables t1 and t2 and the two-dimensional

nonnegative vector field V T(t1, t2) = (V1(t1, t2), V2(t1, t2)). If the divergence of the vector

field V (t1, t2) is nonpositive for every t1 and t2, then the generalised integral of V1(t1, t2)

and V2(t1, t2) over t2 ∈ [0, T2] and t1 ∈ [0, T1], respectively, is bounded by the initial

conditions V1(0, t2) and V2(t1, 0), that is for all T1, T2 > 0:

T2

S
0
V1(T1, t2)dt2 ≤

T2

S
0
V1(0, t2)dt2 +

T1

S
0
V2(t1, 0)dt1, (4.28)

T1

S
0
V2(t1, T2)dt1 ≤

T2

S
0
V1(0, t2)dt2 +

T1

S
0
V2(t1, 0)dt1. (4.29)

Proof To prove this lemma we will simply consider the generalised surface integral of the

divergence of V (t1, t2) over the rectangular region t1 ∈ [0, T1], t2 ∈ [0, T2]:

W (T1, T2) :=
T2

S
0

T1

S
0
(δ1V1(t1, t2) + δ2V2(t1, t2)) dt1dt2. (4.30)

Using the fundamental theorem of calculus or Gauss Divergence Theorem for continuous

variables and simple arithmetic for discrete variables, (4.30) can be transformed into

W (T1, T2) =
T2

S
0
V1(T1, t2)dt2 −

T2

S
0
V1(0, t2)dt2

+
T1

S
0
V2(t1, T2)dt1 −

T1

S
0
V2(t1, 0)dt1. (4.31)

Since the divergence is nonpositive for every t1 and t2, from (4.30) we get W (T1, T2) ≤ 0.

Also, V2(t1, t2) is a nonnegative function of t1 and t2. Therefore (4.31) implies (4.28). The

bound on of the integral of V2(t1, t2) in (4.29) follows equivalently. �

We now consider the two-dimensional Lyapunov function V (t1, t2) introduced above,

to show that under some assumptions x1(t1, t2) and x2(t1, t2) in (4.4) are bounded and

the system is therefore stable according to Definition 4.5.

Corollary 4.1 (Stability of Linear Two-Dimensional Systems)

Consider the autonomous two-dimensional system in (4.4). If the following conditions

hold
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(i) A11 and A22 are stable, and

(ii) there exist positive definite, symmetric matrices P1 and P2 such that Q ≤ 0, where

Q is given in (4.14),

then the system is stable according to Definition 4.5.

Proof Since Aii is stable, there exist ki <∞ and λi > 0 (and λi < 1 in the discrete case)

such that
∥

∥

∥E(Aii)
ti
∥

∥

∥ ≤ kiE(−λi)ti . Therefore, using (4.5) we have

|x1 (t1, t2)| ≤k1E(−λ1)t1 |x10 (t2)|+
t1
S
0
k1E(−λ1)τ ‖A12‖ |x2 (t1 − I1 − τ, t2)| dτ.

(4.32)

We chooseP2 as in condition (ii) and then define the Lyapunov function candidate V2 (t1, t2) =

xT
2 (t1, t2)P2x2 (t1, t2). Using the definition of V2(t1, t2) and the Cauchy-Schwarz inequal-

ity, (4.32) becomes

|x1 (t1, t2)| ≤k1 |x10 (t2)|+
k1‖A12‖
√

σmin(P2)

t1
S
0
E(−λ1)τ

√

V2 (t1 − I1 − τ, t2)dτ

≤k1 |x10 (t2)|+
k1‖A12‖
√

σmin(P2)

(

t1
S
0
E(−λ1)2τdτ

)1/2(t1
S
0
V2 (τ, t2) dτ

)1/2

.

(4.33)

With (4.10), Lemma 4.2 and the fact that the initial conditions are in L2, (4.33) becomes

|x1 (t1, t2)| ≤k1 |x10 (t2)|+
k1‖A12‖
√

σmin(P2)

√

1− E(−λ1)2t1
2λ1 − λ21I1

·
(

t2
S
0
V1(0, τ)dτ +

t1
S
0
V2(τ, 0)dτ

)1/2

≤k1 |x10 (t2)|+
k1‖A12‖

√

σmin(P2)
√

2λ1 − λ21I1
(‖P1‖c1 + ‖P2‖c2)1/2 . (4.34)

Note that since for ti discrete we have Ii = 1 and λi < 1 we find that 2λi − λ2i Ii > λi.

Thus, 1/(2λi − λ2i Ii) < 1/λi. Since the initial conditions are also in L∞, we find that

|x1 (t1, t2)| ≤M1 =: k1ζ1 +
k1‖A12‖

√

σmin(P2)
√
λ1

(‖P1‖c1 + ‖P2‖c2)1/2 (4.35)

for all t1, t2 > 0. Note that the bound M1 is scaled by the L2 and L∞ norms of the initial

conditions, i. e. ζ1, c1, c2. A similar bound for x2 (t1, t2) can be found in the same way.

The system is therefore stable. �

The following corollary shows stability for systems whose matrices A11 and A22 are

not strictly Hurwitz or Schur stable but have singularities on the stability boundary and

additional assumptions on A12 and A21. It will be used to show stability of the system

presented in Example 4.3.
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Corollary 4.2

Consider the autonomous two-dimensional system in (4.4). If the following conditions

hold

(i) A11 and A22 are marginally stable and for eigenvalues on the stability boundary the

geometric multiplicity is equal to the algebraic multiplicity,

(ii) the marginally stable modes of A11 and A22 are not controllable by A12 and A21,

respectively, and

(iii) there exist positive definite, symmetric matrices P1 and P2 such that Q ≤ 0, where

Q is given in (4.14),

then the system is stable according to Definition 4.5.

Proof The proof is similar to the proof of Corollary 4.1 above. Note that if Aii is

marginally stable and the geometric multiplicity of each marginally stable mode is equal

to its algebraic multiplicity than we can find a ki < ∞ such that
∥

∥

∥E(Aii)
ti
∥

∥

∥ ≤ ki. Since

we assume that the algebraic and the geometric multiplicity of the marginally stable eigen-

values are equal we can furthermore find a state transformation matrix T and λ∗i > 0 (and

in addition λ∗i < 1 in the discrete case) such that

E(Aii)
tiAik ≤ T−1

(

Ini0
⊕ E(−λ∗i )

ti
Ini−ni0

)

TAik (4.36)

where ni0 is the number of marginally stable eigenvalues of Aii. The marginally stable

eigenvalue of Aii + Ii is not controllable by Aik for i 6= k. Thus, (4.36) yields

E(Aii)
tiAik ≤T−1

(

I⊕ E(−λ∗i )
ti
I

)

[

0

A∗
ik

]

=T−1

[

0

E(−λ∗i )
tiA∗

ik

]

. (4.37)

Hence there exists a k∗i such that
∥

∥

∥E(Aii)
tiAik

∥

∥

∥ ≤ k∗i E(−λ∗i )
ti . Therefore (4.5) is bounded

by

|x1 (t1, t2)| ≤ k1 |x10 (t2)|+
t1
S
0
k∗1E(−λ∗1)τ |x2 (t1 − I1 − τ, t2)| dτ. (4.38)

Using similar steps as in the proof of Corollary 4.1 above we can show that

|x1 (t1, t2)| ≤ k1ζ1 +
k∗1
√

‖P1‖c1 + ‖P2‖c2
√

σmin(P2)
√

λ∗1
. (4.39)

�
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Under the same assumptions as in Corollary 4.1 we can further show that not only is

xi(t1, t2) bounded (that is in L∞) but also the generalised integrals S∞
0 |x1(t1, t2)|2dt1 and

S∞
0 |x2(t1, t2)|2dt2 are bounded. This will facilitate the proof of asymptotic stability later

in Section 4.5.

Corollary 4.3

Consider the autonomous two-dimensional System in (4.4). If the following conditions

hold

(i) the initial conditions are L2 and L∞ bounded according to Definition 4.2,

(ii) A11 and A22 are stable, and

(iii) there exist positive definite, symmetric matrices P1 and P2 such that Q ≤ 0, where

Q is given in (4.14),

then there exist M1,M2 <∞ independently of t2 and t1, respectively, such that

∞
S
0
|x1(t1, t2)|2 dt1 ≤M1 and

∞
S
0
|x2(t1, t2)|2 dt2 ≤M2. (4.40)

Proof From (4.32), note that

∞
S
0
|x1(t1, t2)|2 dt1 ≤2k21

∞
S
0
E(−λ1)2t1 |x10 (t2)|2 dt1 (4.41)

+2k21‖A12‖2
∞
S
0

(

t1
S
0
E(−λ1)τ |x2(t1 − I1 − τ, t2)|dτ

)2

dt1.

The first term of the right hand side of (4.41) can be bounded by

2k21
∞
S
0
E(−λ1)2t1 |x10 (t2)|2 dt1 ≤ 2k21ζ

2
1

λ1
. (4.42)

With the Cauchy-Schwarz inequality the second term of the right hand side of (4.41) allows

a bound to be calculated as

2k21‖A12‖2
∞
S
0

(

t1
S
0
E(−λ1)τ |x2(t1 − I1 − τ, t2)|dτ

)2

dt1

≤2k21‖A12‖2
∞
S
0

(

t1
S
0
E(−λ1)τdτ

)(

t1
S
0
E(−λ1)τ |x2(t1 − I1 − τ, t2)|2dτ

)

dt1

≤2k21‖A12‖2
λ1

∞
S
0

t1
S
0
E(−λ1)τ |x2(t1 − I1 − τ, t2)|2 dτdt1. (4.43)
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Interchanging the order of integration in (4.43) yields

2k21‖A12‖2
λ1

∞
S
0

t1
S
0
E(−λ1)t1−I1−τ |x2(τ, t2)|2dτdt1

≤2k21‖A12‖2
λ1

∞
S
0

∞
S

τ+I1

E(−λ1)t1−I1−τ |x2(τ, t2)|2dt1dτ

≤2k21‖A12‖2
λ21

∞
S
0
|x2(τ, t2)|2dτ. (4.44)

Taking the limit as T1 → ∞ of (4.29) in Lemma 4.2 on page 63 we see that the generalised

integral in (4.44) is bounded independently of t2. Thus M1 exists. The existence of M2

can be shown in the same way. �

To facilitate the proof of asymptotic stability of two-dimensional systems in Section 4.5

we also need results on the state derivatives. We will show that under suitable assumptions

the first generalised derivatives, i.e. δixk(t1, t2), i, k ∈ {1, 2}, are in both L2 [0,∞) ×
[0,∞) and L∞ [0,∞)× [0,∞) and the second generalised derivatives, i.e. δ2i xk(t1, t2) and

δiδkxk(t1, t2) for i, k ∈ {1, 2}, are in L∞ [0,∞)× [0,∞).

Lemma 4.3

Consider the autonomous two-dimensional system in (4.4). If the following conditions

hold

(i) the initial conditions are L′
2 and L′′

∞ smooth bounded according to Definition 4.3,

(ii) A11 and A22 are stable, and

(iii) there exist positive definite, symmetric matrices P1, P2 and R such that Q = −ATRA,

where Q is given in (4.14),

then

(a) the first generalised derivatives of x1(t1, t2) and x2(t1, t2) are in L∞ [0,∞) × [0,∞)

and L2 [0,∞)× [0,∞), i.e. there exist Mik,M ik <∞ such that for i, k ∈ {1, 2},

sup
(t1,t2)∈T1×T2

|δkxi(t1, t2)| ≤Mik (4.45)

∞
S
0

∞
S
0
|δkxi(t1, t2)|2dt1dt2 ≤M ik, and (4.46)

(b) the second generalised derivatives of x1(t1, t2) and x2(t1, t2) are in L∞ [0,∞)× [0,∞),

i.e. there exist Mikl <∞ such that for i, k, l ∈ {1, 2}

sup
(t1,t2)∈T1×T2

|δkδlxi(t1, t2)| ≤Mikl. (4.47)
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Proof (a): We will first show that δ1x1(t1, t2) (and δ2x2(t1, t2)) are in L∞ [0,∞)× [0,∞)

using the state space description for δ1x1(t1, t2) in (4.4) and transform it into

|δ1x1(t1, t2)| ≤ ‖A11‖ · |x1(t1, t2)|+ ‖A12‖ · |x2(t1, t2)|. (4.48)

Since x1(t1, t2) and x2(t1, t2) are stable (Corollary 4.1) there exist Mi < ∞ such that

|xi(t1, t2)| ≤ Mi for all t1, t2 and i ∈ {1, 2}. Thus, M11 := ‖A11‖M1 + ‖A12‖M2. The

existence of M22 can be shown in the same way.

To prove that δ2x1(t1, t2) and δ1x2(t1, t2) are in L∞ [0,∞) × [0,∞) as well, we will

take δ2 of (4.4)

δ1 (δ2x1(t1, t2)) = A11 (δ2x1(t1, t2)) +A12 (δ2x2(t1, t2)) . (4.49)

That yields

|δ2x1(t1, t2)| ≤k1E(−λ1)t1 |δ2x10(t2)|

+k1‖A12‖ ·
∣

∣

∣

∣

t1
S
0
E(−λ1)τ δ2x2(t1 − I1 − τ, t2)dτ

∣

∣

∣

∣

≤k1ζ′1 +
k1‖A12‖M22

λ1
=:M12. (4.50)

The boundedness of δ1x2(t1, t2) can be proven in the same way.

To show that the first generalised derivatives are also in L2 [0,∞)×[0,∞) we will use the

Lyapunov function candidate V (t1, t2) from (4.12). Given the fact that xT(t1, t2)Qx(t1, t2)

is the divergence of V (t1, t2) we can show with the fundamental theorem of calculus that

T2

S
0

T1

S
0

(

δ1x
T
1 (t1, t2) δ2x

T
2 (t1, t2)

)

R

(

δ1x1(t1, t2)

δ2x2(t1, t2)

)

dt1dt2

≤
T2

S
0
V1(0, t2)dt2 +

T1

S
0
V2(t1, 0)dt1. (4.51)

The limit for T1, T2 → ∞ of the left hand side of (4.51) can be bounded from below by

∞
S
0

∞
S
0

(

δ1xT
1 (t1, t2) δ2xT

2 (t1, t2)
)

R

(

δ1x1(t1, t2)

δ2x2(t1, t2)

)

dt1dt2

≥σmin(R)
∞
S
0

∞
S
0

∣

∣

∣

∣

∣

(

δ1x1(t1, t2)

δ2x2(t1, t2)

)∣

∣

∣

∣

∣

2

dt1dt2. (4.52)

The right hand side of (4.51) can be bounded by

T2

S
0
V1(0, t2)dt2 +

T1

S
0
V2(t1, 0)dt1 ≤

∞
S
0
V1(0, t2)dt2 +

∞
S
0
V2(t1, 0)dt1 ≤ ‖P1‖c1 + ‖P2‖c2.

(4.53)

Hence,
∞
S
0

∞
S
0
|δ1x1(t1, t2)|2 dt1dt2 ≤‖P1‖c1 + ‖P2‖c2

σmin(R)
=:M11, (4.54)

∞
S
0

∞
S
0
|δ2x2(t1, t2)|2 dt1dt2 ≤‖P1‖c1 + ‖P2‖c2

σmin(R)
=:M22. (4.55)
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To show the existence of M12 we will transform the solution given in (4.5) into

∞
S
0

∞
S
0
|δ2x1(t1, t2)|2dt1dt2 ≤ 2k21

∞
S
0

∞
S
0
E(−λ1)2t1 |δ2x10(t2)|2dt1dt2

+2k21‖A12‖2
∞
S
0

∞
S
0

∣

∣

∣

∣

t1
S
0
E(−λ1)t1−I1−τδ2x2(τ, t2)dτ

∣

∣

∣

∣

2

dt1dt2. (4.56)

Since the initial conditions are L′
2 smooth the first term on the right side of (4.56) can be

bounded by

2k21
∞
S
0

∞
S
0
E(−λ1)2t1 |δ2x10(t2)|2dt1dt2 ≤ 2k21c

′
1

λ1
. (4.57)

The second term can be transformed using the Cauchy Schwarz inequality

2k21‖A12‖2
∞
S
0

∞
S
0

∣

∣

∣

∣

t1
S
0
E(−λ1)t1−I1−τ

δ2x2(τ, t2)dτ

∣

∣

∣

∣

2

dt1dt2

≤2k21‖A12‖2
∞
S
0

∞
S
0

(

t1
S
0
E(−λ1)τdτ

·
t1
S
0
E(−λ1)t1−I1−τ |δ2x2(τ, t2)|2dτ

)

dt1dt2. (4.58)

We will now solve the first inner generalised integral and change the order of (generalised)

integration of the remaining part. Thus (4.58) becomes

2k21‖A12‖2
∞
S
0

∞
S
0

∣

∣

∣

∣

t1
S
0
E(−λ1)t1−I1−τ

δ2x2(τ, t2)dτ

∣

∣

∣

∣

2

dt1dt2

≤2k21‖A12‖2
λ1

∞
S
0

∞
S
0

∞
S

τ1+I1

E(−λ1)t1−I1−τ |δ2x2(τ, t2)|2dt1dτdt2

≤2k21‖A12‖2
λ21

∞
S
0

∞
S
0
|δ2x2(τ, t2)|2dτdt2

≤2k21‖A12‖2
λ21

M22 =:M12. (4.59)

(b): To complete the proof we will show that the second generalised derivatives are

in L∞ [0,∞) × [0,∞). First the norm of the generalised derivatives δ21x1(t1, t2) and

δ1δ2x1(t1, t2) will be considered. Taking the generalised derivative of the first part of

the state space description (4.4) with respect to t1 or t2, respectively, yields

δ21x1(t1, t2) =A11δ1x1(t1, t2) +A12δ1x2(t1, t2), (4.60)

δ1δ2x1(t1, t2) =A11δ2x1(t1, t2) +A12δ2x2(t1, t2). (4.61)

Thus M111 := ‖A11‖M11 + ‖A12‖M12 and M112 = M121 := ‖A11‖M12 + ‖A12‖M22. To

show that |δ22x1(t1, t2)| is bounded, follow a similar argument as in (4.50), so that M122

becomes

M122 := k1ζ
′′
1 +

k1‖A12‖M222

λ1
. (4.62)
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The existence of M211,M212,M221 and M222 can be proven in the same manner. �

We will now prove a two-dimensional version of Barbalat’s Lemma, (Logemann and

Ryan, 2004, Lemma 3.1), which will enable the proof of asymptotic stability of two-

dimensional systems.

Lemma 4.4

Consider the function f : T1 × T2 → R. If f(t1, t2) is both in Lp [0,∞)× [0,∞) and

L∞ [0,∞)× [0,∞) and both its generalised derivatives δ1f(t1, t2) and δ2f(t1, t2) are in L∞

[0,∞)× [0,∞), then limt1+t2→∞ f(t1, t2) = 0 and f(t1, t2) is uniformly convergent in both

directions, i.e. for all ǫ > 0 there exists a T (ǫ) <∞ such that

∀(t1, t2) ∈ {T1 × [T (ǫ),∞)} ∪ {[T (ǫ),∞)×T2} : |f(t1, t2)| < ǫ. (4.63)

Proof Define the supremum of f(t1, t2) and the supremum over the maximum of both

generalised derivatives in the complete quadrant as

f := sup
t1,t2∈T1×T2

|f(t1, t2)| and (4.64)

f ′ := sup
t1,t2∈T1×T2

{max {|δ1f(t1, t2)|, |δ2f(t1, t2)|}} (4.65)

and the region Rl as

Rl := {[0, l + 1)× [l, l+ 1)} ∪ {[l, l+ 1)× [0, l)} . (4.66)

Note then that

‖f(·, ·)‖pLp [0,∞)×[0,∞) =

∞
∑

l=0

SS
Rl

|f(t1, t2)|pdt1dt2 <∞. (4.67)

where SSRl
·dt1dt2 refers to the two-dimensional general integration over the region Rl.

Therefore,

lim
l→∞

SS
Rl

|f(t1, t2)|pdt1dt2 = 0. (4.68)

Let the supremum of f within Rl be defined as

fl := sup
(t1,t2)∈Rl

|f(t1, t2)|. (4.69)

Then if t1 is continuous

sup
(t1,t2)∈Rl

d

dt1
|f(t1, t2)|p ≤ sup

(t1,t2)∈Rl

(

p|f(t1, t2)|p−1

∣

∣

∣

∣

d

dt1
f(t1, t2)

∣

∣

∣

∣

)

≤ pfl
p−1

f ′.

(4.70)
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We will now bound the double generalised integral SSRl
|f(t1, t2)|pdt1dt2 from below using

the geometric form of f(t1, t2) depending on the nature of t1 and t2.

If both independent variables t1 and t2 are continuous, SSRl
|f(t1, t2)|pdt1dt2 is the

double integral over a L-shaped surface. It can be bounded from below by the smallest

possible pyramid with height f
p

l , where the base is bounded by f l

pf ′
or the dimensions of

the region Rl.

In case one variable is continuous and one is discrete (mixed case) SSRl
|f(t1, t2)|pdt1dt2

is a summation of l line integrals. It can be bounded from below by the smallest possible

triangle with height f
p

l , where the base is bounded by f l

pf ′
or the smallest possible length

of any line fragment in Rl.

If both variables are discrete SSRl
|f(t1, t2)|pdt1dt2 is a summation with 2l + 1 sum-

mands. Thus it can be bounded from below by a single summand. (Here we will take the

maximal summand f
p

l .)

SS
Rl

|f(t1, t2)|pdt1dt2 ≥



















1
6fl

p ·min
{

fl
pf ′
, l + 1

}

·min
{

fl
pf ′
, 1
}

if t1, t2 continuous,

1
2fl

p ·min
{

fl
pf ′
, 1
}

for mixed case,

fl
p

if t1, t2 discrete.

(4.71)

If both t1 and t2 are discrete the result follows immediately from (4.68). In the continuous

case we can transform (4.71) into

SS
Rl

|f(t1, t2)|pdt1dt2 ≥1

6
fl

p ·min

{

fl

pf ′ , (l + 1)
fl

f

}

·min

{

fl

pf ′ ,
fl

f

}

=
1

6
fl

p+2 ·min

{

1

pf ′ ,
l + 1

f

}

·min

{

1

pf ′ ,
1

f

}

. (4.72)

Thus

fl
p+2 ≤6max

{

pf ′,
f

l + 1

}

·max
{

pf ′, f
}

· SS
Rl

|f(t1, t2)|pdt1dt2

≤6
(

max
{

pf ′, f
})2 · SS

Rl

|f(t1, t2)|pdt1dt2. (4.73)

As f ′ and f are bounded fl tends to zero as l grows without bound. Hence from the

definition of f l (4.69), f(t1, t2) for (t1, t2) ∈ Rl tends to zero as l grows without bound.

In case one variable is continuous and one is discrete a similar argument can be made. �

Most of the results derived above (such as Corollary 4.3, Lemma 4.3 and Lemma 4.4)

will be used in Section 4.5 to prove asymptotic stability for systems with nonpositive

divergence and smooth bounded initial conditions. They are not needed, however, for the

following proof of exponential stability.
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4.4 Exponential Stability

Before discussing asymptotic stability we will now present a theorem regarding exponential

stability of two-dimensional Roesser models. If a system with exponentially decaying initial

conditions admits a two-dimensional quadratic Lyapunov function with a strictly negative

definite divergence, it is exponentially stable.

Theorem 4.1 (Exponential Stability of Linear Two-Dimensional Systems)

The two-dimensional system (4.4) is exponentially stable if the following conditions

hold

(i) the matrices A11 and A22 are stable, and

(ii) there exist two positive definite, symmetric matrices P1 and P2 and scalars α1, α2 > 0

such that Q ≤ −(α1P1 ⊕ α2P2), where Q is given in (4.14).

Proof We will show that the two-dimensional system (4.4) with exponentially decaying

initial conditions is exponentially stable by showing that there exist η1, η2 > 0 such that

the system

x̃1(t1, t2) =eη1t1eη2t2x1(t1, t2) (4.74)

x̃2(t1, t2) =eη1t1eη2t2x2(t1, t2) (4.75)

is stable.

The dynamical equation for the new, autonomous system is

δx̃ =Ãx̃ with (4.76)

Ã =

[

eη1I1I 0

0 eη2I2I

] [

A11 A12

A21 A22

]

+

[

(η1(1 − I1) + (eη1 − 1) I1) I 0

0 (η2(1− I2) + (eη2 − 1) I2) I

]

. (4.77)

Since the matrices A11 and A22 are stable we can choose a ηi > 0 small enough to guarantee

that Aii + ηiI is Hurwitz stable (in case ti is continuous, ηi < −maxk ℜ{λk(Aii)}) or

eηi(Aii + I) is Schur stable (in case ti is discrete, ηi < − ln(maxk |λk(Aii)|)). Note that

λk(A) is the kth eigenvalue of A.

Using the new Lyapunov function

Ṽ (t1, t2) =

[

x̃T
1 (t1, t2) 0

0 x̃T
2 (t1, t2)

]

P

[

x̃1(t1, t2)

x̃2(t1, t2)

]

(4.78)
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with P = P1 ⊕ P2, (4.14), (4.76) and (4.77) we see that

divṼ (t1, t2) ≤x̃T(t1, t2)

(

Q+

[

η̃1P1 0

0 η̃2P2

])

x̃(t1, t2)

≤x̃T(t1, t2)

[

(η̃1 − α1)I 0

0 (η̃2 − α2)I

]

Px̃(t1, t2) (4.79)

where η̃i = 2ηi(1− Ii)+ (e2ηi − 1)‖A+ I‖2Ii for i ∈ {1, 2}. For any αi > 0 it is possible to

find a ηi ≤ αi/2 in case ti is continuous and ηi ≤ 1
2 ln

(

αi

‖A+I‖2 + 1
)

in case ti is discrete

to ensure that the divergence of Ṽ (t1, t2) is always nonpositive.

Finally the initial conditions x̃10(t2) and x̃20(t1) need to be bounded. Using the fact

that x10(t2) and x20(t1) are exponentially decaying we see that

|x̃10(t2)| ≤ κ1e
(η2−µ2)t2 and |x̃20(t1)| ≤ κ2e

(η1−µ1)t1 (4.80)

are bounded if η1 ≤ µ1 and η2 ≤ µ2. Thus, for

ηi ≤







min {−maxk ℜ{λk(Aii)}, αi, µi} if ti continuous,

min
{

− ln(maxk |λk(Aii)|), 1
2 ln

(

αi

‖A+I‖2 + 1
)

, µi

}

if ti discrete.

(4.81)

Hence, x̃1(t1, t2) and x̃2(t1, t2) are bounded for every t1, t2 > 0 using Corollary 4.1 on

page 63. Therefore from (4.74) and (4.75) the two-dimensional system (4.4) with exponen-

tially decaying initial conditions is exponentially stable. �

Although the Lyapunov type argument above is only sufficient for exponential stability

we will now present a lemma proving that a system with a SSB cannot be exponentially

stable.

Lemma 4.5

If the two-dimensional system (4.4) includes singularities on the stability boundary

(SSB) it cannot be exponentially stable.

Proof The proof follows by contradiction. We will show that there exists no set η1, η2 > 0

such that the system with x̃(t1, t2) = eη1t1eη2t2x(t1, t2) is stable. Note that if ti is contin-

uous the T i transform of δixi(ti) is

T i{δixi(ti)} = L{ẋ(ti)} = siX(si)− x(0). (4.82)

Thus in this case for ẋ(ti) = Ax(ti) we have

X(si) = (siI−A)−1x(0). (4.83)

For ti discrete the T i transform of δixi(ti) is

T i{δixi(ti)} = Z{∆x(ti)} = ziX(zi)− zix(0)−X(zi). (4.84)
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Thus in this case for ∆x(ti) = Ax(ti) we have

X(zi) = ((zi − 1)I−A)−1zix(0). (4.85)

Hence, we can transform the system description given in (4.76)-(4.77) into

X̃(ξ1, ξ2) =

([

(ξ1 − I1) I 0

0 (ξ2 − I2) I

]

− Ã

)−1

(4.86)

·
[

(1 − I1 + ξ1I1)I 0

0 (1− I2 + ξ2I2)I

](

T 2{x̃1(0, t2)}
T 1{x̃2(t1, 0)}

)

=

([

(ξ1 − η1(1−I1)− eη1I1) I 0

0 (ξ2 − η2(1−I2)− eη2I2) I

]

−
[

eη1I1I 0

0 eη2I2I

]

A

)−1

·
[

(1 − I1 + ξ1I1)I 0

0 (1− I2 + ξ2I2)I

](

T 2{x̃1(0, t2)}
T 1{x̃2(t1, 0)}

)

. (4.87)

Inserting
(

eη1I1I⊕ eη2I2I
)

·
(

e−η1I1I⊕ e−η2I2I
)

and using the fact that Ii can only be either

0 or 1 for i ∈ {1, 2}, (4.87) yields

X̃(ξ1, ξ2) =

([

(ξ1 − I1) I 0

0 (ξ2 − I2) I

]

− Ã

)−1

·
[

(1− I1 + ξ1I1)I 0

0 (1 − I2 + ξ2I2)I

](

T 2{x̃1(0, t2)}
T 1{x̃2(t1, 0)}

)

=

([

(

e−η1I1ξ1 − η1(1− I1)− I1

)

I 0

0
(

e−η2I2ξ2 − η2(1− I2)− I2

)

I

]

−A

)−1

·
[

(1− I1 + e−η1ξ1I1)I 0

0 (1− I2 + e−η2ξ2I2)I

](

T 2{x̃1(0, t2)}
T 1{x̃2(t1, 0)}

)

.

(4.88)

From (4.86) we see that if there exists a set ξ1 and ξ2 with ℜ{ξi} > 0 (for ti continuous)

or |ξi| > 1 (for ti discrete) such that det(((ξ1 − I1)I ⊕ (ξ2 − I2)I) − Ã) = 0 the system

(4.76)-(4.77) is unstable.

Choosing ξi = si = η1 + jωi if ti is continuous or ξi = zi = eη2ejθi if ti is discrete it

becomes clear that
[

(ξ1 − I1)I 0

0 (ξ2 − I2)I

]

− Ã

=

[

(jω1(1− I1) + (ejθ1 − 1)I1)I 0

0 (jω2(1− I2) + (ejθ2 − 1)I2)I

]

−A. (4.89)

Since the system with matrix A includes at least one singularity on the stability boundary,

there exists a set of ωi (if ti is continuous) or θi (if ti is discrete) for i ∈ {1, 2} such that

the determinant of the right hand side of (4.89) is 0.
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Thus the system given in (4.76)-(4.77) with a singularity outside the stability region

is unstable and the system (4.4) with a singularity on the stability boundary cannot be

exponentially stable. �

4.5 Asymptotic Stability

In this section we will present our theorem on asymptotic stability of two-dimensional

systems described by the Roesser model using intermediate results presented in the Sec-

tion 4.3.

Even though systems with SSB cannot be exponentially stable as shown above, asymp-

totic stability can be guaranteed if the divergence of the Lyapunov function is negative

semi-definite. However, the initial conditions have to fulfil stricter requirements.

Theorem 4.2 (Asymptotic Stability of Two-Dimensional Roesser Models)

The two-dimensional system (4.4) is asymptotically stable with smooth bounded initial

conditions according to Definition 4.6 if the following conditions hold

(i) A11 and A22 are stable, and

(ii) there exist positive definite, symmetric matrices P1, P2 and R such that Q = −ATRA,

where Q is given in (4.14).

Proof Consider the two-dimensional Lyapunov function V (t1, t2) given in (4.12) and the

integral of V1(t1, t2)+V2(t1, t2) along the line Ω(l) := (t1, t2) ∈ {[0, l]× {l}}∪{{l} × [0, l]}
for l ∈ R+ or l ∈ N, respectively, and l > 0 defined as:

U(l) := S
Ω(l)

(V1(t1, t2) + V2(t1, t2)) ds

=
l

S
0
(V1(t1, l) + V2(t1, l)) dt1 +

l

S
0
(V1(l, t2) + V2(l, t2)) dt2. (4.90)

Using the results in Lemma 4.2 and Corollary 4.3 we see that there exists a C such that

for all l: U(l) ≤ C. Since the first generalised derivatives of x(t1, t2) with respect to t1 and

t2 are L∞ bounded (Lemma 4.3) we can find d11(l), d12(l), d21(l) and d22(l) such that

d11(l) := sup
0≤t1≤l

|δ1x1(t1, l)|2 , d12(l) := sup
0≤t2≤l

|δ2x1(l, t2)|2 , (4.91)

d21(l) := sup
0≤t1≤l

|δ1x2(t1, l)|2 , and d22(l) := sup
0≤t2≤l

|δ2x2(l, t2)|2 . (4.92)

Note that d11(l) ≤ supt1≥0 |δ1x1(t1, l)|2. Making use of the version of Barbalat’s Lemma in

Lemma 4.4, we can conclude that the first generalised derivatives tend to zero as t1, t2 → ∞
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and are uniformly convergent in both directions. That allows us to interchange the order

of supremum and limit and thus we conclude that

lim
l→∞

d11(l) ≤ lim
l→∞

sup
t1≥0

|δ1x1(t1, l)|2

= sup
t1≥0

lim
l→∞

|δ1x1(t1, l)|2

=0. (4.93)

It can be shown in a similar way that the limits of d12(l), d21(l), and d22(l) for l → ∞
are 0.

Thus for t1, t2 continuous we can bound the derivatives of V1(t1, t2) and V2(t1, t2) by

∀t1 ≤ l :
d

dt1
V1(t1, l) ≤2d11(l)‖P1‖M1, (4.94)

∀t2 ≤ l :
d

dt2
V1(l, t2) ≤2d12(l)‖P1‖M1, (4.95)

∀t1 ≤ l :
d

dt1
V2(t1, l) ≤2d21(l)‖P2‖M2, (4.96)

∀t2 ≤ l :
d

dt2
V2(l, t2) ≤2d22(l)‖P2‖M2 (4.97)

where M1 and M2 are bounds on |x1(t1, t2)| and |x2(t1, t2)| (as introduced in the proof of

Lemma 4.3). Note that in fact the same bounds apply for t1 or t2 discrete because for t1
discrete we have for (t1, t2) ∈ Ω(l)

δ1
(

xT
1 P1x1

)

≤ xT
1 P1x1− (x1−d11(l)1)TP1(x1−d11(l)1) ≤ 2d11(l)‖P1‖M1 (4.98)

where 1 is a vector of 1s of appropriate length.

To find a lower bound on U(l) we will use a similar trick as in the proof of Lemma 4.4

above: If t1 is continuous and the maximum of Vi(t1, t2)

V i(l) := max
(t1,t2)∈Ω(l)

Vi(t1, t2) (4.99)

for i ∈ {1, 2}) along Ω(l) occurs along the part of Ω(l) where (t1, t2) ∈ [0, l]× {l} we can

bound the integral of Vi(t1, t2) over Ω(l) from below by a triangle with the base equal

to min
{

V i(l)
/

(2di1(l)‖Pi‖Mi), l
}

and V i(l) as the height of the triangle. Both possible

triangles are illustrated in Figure 4.1.

In case t1 is discrete and V i(l) occurs at (t1, t2) ∈ [0, l]×{l} the summation of Vi(t1, t2)

along t1 for l > V i(l)/2di1(l)‖Pi‖Mi can be bounded by

l
∑

t1=0

Vi(t1, t2) ≥V i(l) +
(

V i(l)− 2di1(l)‖Pi‖Mi

)

+
(

V i(l)− 4di1(l)‖Pi‖Mi

)

+ . . .

=(ν + 1)V i(l)− 2di1(l)‖Pi‖Mi

ν
∑

n=1

n (4.100)
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l0 t1

Vi(t1, l)

V i(l)
2di1(l)‖Pi‖Mi

V i(l)

Figure 4.1: Approximating U(l) from below by a triangle

where ν =
⌊

V i(l)/2di1(l)‖Pi‖Mi

⌋

. Resolving the summation on the right hand side of

(4.100) yields

l
∑

t1=0

Vi(t1, t2) ≥(ν + 1)
(

V i(l)− 2di1(l)‖Pi‖Mi
ν

2

)

≥(ν + 1)

(

V i(l)− 2di1(l)‖Pi‖Mi
V i(l)/2di1(l)‖Pi‖Mi

2

)

=(ν + 1)
V i(l)

2

≥ V
2

i (l)

di1(l)‖Pi‖Mi
. (4.101)

For l ≤ V i(l)/2di1(l)‖Pi‖Mi the summation can be bounded by

l
∑

t1=0

Vi(t1, t2) ≥
V i(l)l

2
. (4.102)

Thus, U(l) can be bounded from below by

U(l) ≥min

{

V
2

1(l)

4d11(l)‖P1‖M1
,

V
2

1(l)

4d12(l)‖P1‖M1
,

V 1(l)l

2

}

+min

{

V
2

2(l)

4d21(l)‖P2‖M2
,

V
2

2(l)

4d22(l)‖P2‖M2
,

V 2(l)l

2

}

. (4.103)

Since V i(l) ≤M2
i ‖Pi‖, this implies

V
2

i (l) ≤ C ·max

{

4di1(l)‖Pi‖Mi, 4di2(l)‖Pi‖Mi,
2M2

i ‖Pi‖
l

}

(4.104)
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Note that as l tends to infinity each component of the maximum in (4.104) goes to zero

and, hence, limt1,t2→∞ |xi(t1, t2)| = 0. Note that the limits limt1→∞ |xi(t1, t2)| = 0 and

limt2→∞ |xi(t1, t2)| = 0 exist as well. �

4.6 Examples

To illustrate our result on asymptotic stability of two-dimensional systems we will discuss a

simple ‘platooning’ problem. Consider a group or platoon of vehicles driving on a straight

road one after each other. Every vehicle is equipped with a controller and aims to maintain

a specified distance to its predecessor while the first vehicle is following a given reference

signal. Only locally measurable data such as the distance to the predecessor shall be used.

Example 4.1 We will use a simplified, linearised second order model for each vehicle

introduced in (3.64) and the simple PID controller introduced in (3.65) to minimize the

local spacing error. (A more detailed discussion of the system can be found in (Klinge,

2008, p. 7).) It can be shown that using a fixed distance policy will lead to string instability

or the ‘slinky effect’, where disturbances are amplified while traveling through the string,

Klinge (2008).

One known possibility, Chien and Ioannou (1992), to avoid that problem is to introduce

a time headway h and maintain a velocity depending distance between each vehicle and

its predecessor rather than a fixed distance. Hence, the new local error is

ê(t, k) = x̂(t, k − 1)− x̂(t, k)− hv̂(t, k). (4.105)

Note that t1 = t is continuous and t2 = k is discrete. In order to maintain the same closed

loop poles of the kth vehicle an additional pole at − 1
h is added to each local controller. A

block diagram of the system can be found in Figure 3.2 on page 33. Thus the system can

be described as a two-dimensional Roesser model as δx(t, k) = Ax(t, k) with

A =























0 1 0 0 0 0

0 −2Cdv0 1 0 0 0

− 1
h

(

kp + kd

T

)

−
(

kp + kd

T

)

− 1
h

1
h − kd

hT 2
1
h

(

kp + kd

T

)

−ki −hki 0 0 0 ki

−1 −h 0 0 − 1
T 1

1 0 0 0 0 −1























(4.106)

where x1(t, k) is the state vector of the kth vehicle including its position x̂(t, k), velocity

v̂(t, k), and three controller states x̂ctr.i(t, k) for i ∈ {1, 2, 3} and x2(t, k) is the position of

the predecessor to vehicle k at time t, x̂(t, k − 1).

It can be shown that choosing a time headway h > 1.18 the system is string stable,

Klinge and Middleton (2009b), see also Section 3.4 and Figure 3.3 on page 38. For h = 2
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the eigenvalues of the upper left part of A are −25.1, −4.5, −0.5, −0.25 and −0.18. Thus

A11 is Hurwitz stable. A22 + I = 0 is Schur stable.

Note that as discussed in Section 3.4, the transfer function of the corresponding input-

output system has a NSSK at s = 0 and z = 1, or ω = 0 and θ = 0. Thus, (jωI⊕ (ejθ −
1)) − A = −A has one eigenvalue at 0 for ω = 0 and θ = 0. Therefore, there exists no

P = P1 ⊕ P2 such that Q is sign definite.

Matlab finds two symmetric, positive definite matrices:

P1 =

















1.72 · 103 0 0 5.05 · 103 0

0 2.65 · 103 2.09 · 103 −1.69 · 104 −1.27 · 105
0 2.09 · 103 5.92 · 103 −2.16 · 104 −3.65 · 105

5.05 · 103 −1.69 · 104 −2.16 · 104 1.77 · 105 1.32 · 106
0 −1.27 · 205 −3.65 · 105 1.32 · 106 2.25 · 107

















(4.107)

with eigenvalues at 2.26 · 107, 105, 1.78 · 103, 711 and 7.84 and P2 = 859 such that the

eigenvalues of Q are −4.5 · 106, −1.78 · 104, −4.48 · 103, −587, −106 and 0. There exists a

positive definite matrix

R =























3.01 · 103 −7.08 · 103 −1.15 · 104 6.98 · 104 7.08 · 105 0

−7.08 · 103 2.96 · 104 4.95 · 104 −2.95 · 105 3.04 · 106 0

−1.15 · 104 4.95 · 104 8.64 · 104 −4.93 · 105 −5.31 · 106 0

6.98 · 104 −2.95 · 105 −4.93 · 105 2.96 · 106 3.02 · 107 0

7.08 · 105 −3.04 · 106 −5.31 · 106 3.02 · 107 3.26 · 108 0

0 0 0 0 0 1























(4.108)

such that Q = −ATRA. Thus, the system with L′
2 and L′′

∞ smooth bounded initial

conditions is asymptotically stable in the two-dimensional sense and hence string stable.

Simulation results are displayed in Figure 4.2 and Figure 4.3. In Figure 4.2 we see

that the local error signal ê(t, k) tends to zero for t → ∞. Hence, every single subsystem

is asymptotically stable. Also the maximum of ê(t, k) over time and the L2 norm with

respect to time decreases when k grows. See Figure 4.3 for details. ∗

After demonstrating an affirming example, where asymptotic stability can be shown

using Theorem 4.2, we will choose two examples, where one condition for asymptotic

stability in Theorem 4.2 is violated each time and the system is not asymptotically stable.

In this way we show that there is no trivial relaxation of the conditions for Theorem 4.2

that produces the same result.

Example 4.2 Consider the same system structure as presented in Example 4.1. How-

ever, choosing a time headway of h = 0.5 that is clearly less than the infimal time headway

required, will lead to a string unstable system.
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Figure 4.2: String stable system with h = 2: error ê(t, k)

Position k

E
rr

o
r

n
o
rm

√

∫

∞ 0
|ê
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Figure 4.3: String stable system with h = 2: L2 norm of error ê(t, k)
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Even though A11 and A22 + I are Hurwitz and Schur stable, respectively, it is not

possible to find a symmetric, positive definite matrix P such that Q ≤ 0. Suppose that

there exist P1,P2 > 0 such that P = P1 ⊕ P2. Since P2 and x2 are scalars, we can set

P2 = 1 without loss of generality. It yields

Q =ATP + PA+AT

[

0 0

0 1

]

A

=

[

AT
11P1 + P1A11 +AT

21A21 P1A12

AT
12P1 −1

]

. (4.109)

Using the Schur compliment we see that Q ≤ 0 is equivalent to

AT
11P1 + P1A11 +AT

21A21 + P1A12A
T
12P1 ≤ 0. (4.110)

Using the Bounded Real Lemma this yields
∥

∥

∥
A21 (jωI−A11)

−1
A12

∥

∥

∥

∞
≤ 1. (4.111)

Note that Γ(jω) = A21 (jωI−A11)
−1

A12 is the transfer function from the position of

the kth vehicle to the position of the k + 1th vehicle. However, when choosing a time

headway that is less than the infimal headway h0 = 1.18 we know that ‖Γ(jω)‖∞ > 1.

Therefore, generally, any string unstable system of this type (‖Γ(jω)‖∞ > 1), does not

permit a solution with Q ≤ 0.

In the simulation (displayed in Figure 4.4) we observe that the system is not stable

in the two-dimensional sense and thus not string stable because a small perturbation at

the beginning of the string is amplified while traveling through the string. The local error

ê(t, k) goes to zero for every fixed k as t → ∞. However, the maximal error over time for

each subsystem grows with k and the double limit limt,k→∞ ê(t, k) does not exist. Also

the L2 norm of ê(t, k) with respect to time grows as k grows, Figure 4.5. ∗

Also when relaxing the first condition for asymptotic stability in Theorem 4.2 and

allowing A11 or A22 not to be stable the system might not be asymptotically stable.

Example 4.3 Consider the system described in (4.106) with the general error êg(t, k)

(that is the general error of the predecessor plus the local error) as an additional state in

x2(t, k) (and h = 2) such that the system matrix A is given by

A =



























0 1 0 0 0 0 0

0 −2Cdv0 1 0 0 0 0

− 1
h

(

kp + kd

T

)

−
(

kp +
kd

T

)

− 1
h

1
h − kd

hT 2
1
h

(

kp + kd

T

)

0

−ki −hki 0 0 0 ki 0

−1 −h 0 0 − 1
T 1 0

1 0 0 0 0 −1 0

−1 0 0 0 0 1 0



























. (4.112)
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Figure 4.4: String unstable system with h = 0.5: error ê(t, k)
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Figure 4.5: String unstable system with h = 0.5: L2 norm of error ê(t, k)
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Figure 4.6: String unstable system: general error êg(t, k)

While A11 is still Hurwitz stable, A22 + I has one eigenvalue at 1. Thus it is not Schur

stable. The second condition is not violated as Matlab can find strictly positive matrices P1

with eigenvalues at 130, 7.72 ·103, 2.56 ·104, 7.71 ·105 and 1.58 ·108 and P2 with eigenvalues

at 6.66 ·103 and 1.08 ·106 such that Q has eigenvalues at −1.75 ·107, −1.22 ·105,−4.42 ·104,
−3.31 · 103, −1.25 · 103 and two at 0. Also A has two eigenvalues at 0 and there exists a

positive definite matrix R such that −ATRA = Q.

So, even though Q is negative semidefinite and there exists a suitable R the system

is not asymptotically stable, as the simulation in Figure 4.6 and Figure 4.7 demonstrate.

However, since the marginally stable mode of A22+I is not controllable by A21 the system

is still stable as we have shown in Corollary 4.2. ∗

In our last linear example for stability of two-dimensional systems we consider again

the linear, unidirectional string with communication range 2 studied in Section 3.5.

Example 4.4 Consider a string of vehicles with the same plant and controller transfer

function as used in Example 4.1 and with communication range 2 with

ê(t, k) = (1− α) (x̂(t, k − 1)− x̂(t, k)) + α (x̂(t, k − 2)− x̂(t, k − 1))− hv̂(t, k).

(4.113)
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Figure 4.7: String unstable system: L2 norm of general error êg(t, k)

Thus, the corresponding continuous-discrete two-dimensional system description is δx = Ax

with

A =



























0 1 0 0 0 0 0

0 −2Cdv0 1 0 0 0 0

− 1−α
h φ −φ − 1

h
1
h − kd

hT 2

(1−2α)φ
h

αφ
h

−(1− α)ki −hki 0 0 0 (1− 2α)ki αki

−1 + α −h 0 0 − 1
T (1 − 2α) α

1 0 0 0 0 −1 0

0 0 0 0 0 1 −1


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







(4.114)

where φ = kp + kd

T . A11 is Hurwitz stable and A22 + I is Schur stable. From (3.87) in

Section 3.5.3 we know that the minimal time headway h0,2 is equal to (1 − α)h0. Thus,

considering that h0 = 1.18 the string is stable for α = 0.3 and h = 1.

Matlab finds two symmetric, positive matrices

P1 =

















1.39 · 104 0 0 8.198 · 104 0

0 5.36 · 104 4.28 · 104 −5.13 · 105 −5.24 · 106
0 4.28 · 104 4.61 · 104 −4.19 · 105 −5.67 · 106

8.198 · 104 −5.13 · 105 −4.19 · 105 6.18 · 106 5.12 · 107
0 −5.24 · 106 −5.67 · 106 5.12 · 107 6.98 · 108

















(4.115)
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with eigenvalues at 54.3, 4571, 14031, 2.42 · 106 and 7.02 · 108, and

P2 =

[

8483 1258

1258 2917

]

(4.116)

with eigenvalues at 2646 and 8754 such that the eigenvalues of Q are −4.98·107, −6.05·105,
−27427, −2998, −955, −310 and 0. Hence, the system is asymptotically stable. For

simulations see Figure 3.10 on page 48.

4.7 Conclusion

Sufficient conditions for stability, exponential stability and asymptotic stability of linear

two-dimensional systems have been derived in this chapter. They are given in linear ma-

trix inequalities. The conditions for stability and asymptotic stability require – in stark

contrast to the results presented in the literature – only semi-definite solutions. Thus, they

are suitable to analyse linear two-dimensional systems with singularities of the stability

boundary in general and string stability of vehicle platoons in particular.

The smoothness constraints on the initial conditions to guarantee asymptotic stability

are rather restrictive. However, it was shown in Fornasini and Marchesini (1978) that

for merely bounded initial conditions the system is asymptotically stable if and only if

the system is devoid of singularities in the closed stability region. Thus, some additional

constraints on the initial conditions have to be expected.

Exponential stability, however, can only be shown if there exists a strictly negative

definite solution of the LMI and the system, therefore, is devoid of singularities on the

stability boundary.

As all results presented in this chapter are only suitable to study the stability of linear

two-dimensional systems it will be the aim of the following chapter to extend some results

to nonlinear two-dimensional systems.
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5.1 Introduction

After studying bounded-input bounded-output stability of linear two-dimensional systems

in the frequency domain in Chapter 3 and stability, asymptotic stability and exponential

stability of linear two-dimensional systems in the time domain in Chapter 4 we seek to

extend some of these results to more general nonlinear two-dimensional systems.

First, the notation and some mathematical preliminaries are discussed in Section 5.2

and Section 5.3. This includes a proof of stability for general nonlinear two-dimensional sys-

tems in Corollary 5.1 based on the assumption that there exists a suitable two-dimensional

Lyapunov function with a negative semi-definite divergence.

The stability proof will then be used to show exponential stability of a class of nonlinear

two-dimensional systems in Theorem 5.1 if the divergence of the Lyapunov function is

strictly negative definite.

In Section 5.5 it will be shown, that — similar to the results in Section 4.5 — asymp-

totic stability of general nonlinear two-dimensional systems can also be guaranteed if the
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divergence is negative semi-definite, rather than negative definite. In addition to the

smoothness of the initial conditions it will also be required that the state space equations

and the Lyapunov function fulfil certain smoothness criteria.

Throughout the chapter the notion of input-to-state stability (ISS) and integral input-

to-state stability (iISS) and related results will be used. Continuing with the notation

used in Chapter 4, the results will be given using the generalised form for continuous and

discrete systems.

Two examples will be discussed in Section 5.6 to illustrate the results. In Example 5.2

the string stability of a nonlinear homogeneous string with variable time headway will be

discussed.

5.2 Notation

Similar to the previous chapter the results of this chapter will be given in a general notation

describing continuous and discrete systems at the same time. The notation of Ti, δi, S ·dti,
Ii, and E(A)

t given in (4.1), (4.2), (4.3), (4.7), and (4.8), respectively, remain in place.

Combining the general nonlinear continuous one-dimensional system

ẋ(t) = f(x(t),u(t)) (5.1)

and the general nonlinear discrete one-dimensional system

∆x(t) = x(t+ 1)− x(t) = f(x(t),u(t)), (5.2)

consider the autonomous general nonlinear two-dimensional system of the form

δ1x1(t1, t2) = f1(x1(t1, t2),x2(t1, t2)), (5.3)

δ2x2(t1, t2) = f2(x1(t1, t2),x2(t1, t2)). (5.4)

Note that in contrast to the one-dimensional systems in (5.1) and (5.2), the general non-

linear two-dimensional model (5.3)-(5.4) is autonomous. Instead of an input signal u each

state derivative depends on the states x1 and x2. This system, however, is not equivalent

to the cascade system with feedback given for example in Sontag (2008) since both states

here evolve in two different independent variables instead of one common variable.

Note that requiring the existence of a two-dimensional Lyapunov function V as in

Definition 5.1 (later used for the proof of stability of nonlinear two-dimensional systems

in Corollary 5.1) implicitly requires that the origin is an equilibrium of the system, i. e.

fi(0, 0) = 0 for i ∈ {1, 2}. However, for two-dimensional systems describing a vehicle

platoon the origin is part of an invariant set (x1(γ),x2(γ)) where γ ∈ D ⊆ R. As this

implies that for each choice of two-dimensional Lyapunov function div V (x1(γ),x2(γ)) = 0

for all γ ∈ D, it is not possible to show global (asymptotic) stability of the origin. A

two-dimensional version of Krasovskii-LaSalle principle would be needed to show that the
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invariant set is globally attractive - but this is out of the scope of this thesis. Here, we

will focus on local (asymptotic) stability. Restricting the initial or boundary conditions to

the set of LV and L∞ bounded initial conditions (defined in Definition 5.4) local stability

of the origin can be shown. Assuming further that the initial conditions are also L′
p and

L′′
∞ smooth bounded (as in Definition 5.5) local asymptotic stability of the origin can be

shown.

To facilitate the proof of asymptotic stability later in this chapter two additional

constraints on the nonlinear system (5.3)-(5.4) are needed: First, the nonlinear two-

dimensional system in (5.3)-(5.4) is called Cm smooth if the first m derivatives of fi are

bounded. That is for every κ > 0 there exists a K(κ) > 0 such that for all |x1s|, |x2s| < K

the derivatives

∣

∣

∣

∣

∣

∣

Fi 1 . . . 1
︸︷︷︸

m1 times

2 . . . 2
︸︷︷︸

m2 times
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∣

∣
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∣

∣

∣

∣

∣

< κ ∀t1, t2 > 0

(5.5)

where i ∈ {1, 2}, 0 ≤ m1,m2 ≤ m and m1 +m2 ≤ m. Note that the case m1 = m2 = 0 is

included as well. Thus, |Fi| = |fi(x1s,x2s)| < κ also for |x1s|, |x2s| < K.

Furthermore, we require that the nonlinear system (5.3)-(5.4) has exponentially stable

Jacobian matrices, i. e. the solution of the time varying differential / difference equation

δix(t1, t2) = Fii(t1, t2)x(t1, t2) is exponentially decaying for bounded initial conditions.

Different sufficient conditions exist to guarantee that a time varying system is (exponen-

tially) stable: If ti is continuous the system δix(t1, t2) = Fii(t1, t2)x(t1, t2) is exponentially

stable, if there exist λi > 0 such that

Fii(t1, t2) + FT
ii (t1, t2) ≤ −λiI ∀t1, t2 > 0. (5.6)

If ti is discrete the system δix(t1, t2) = Fii(t1, t2)x(t1, t2) is exponentially stable, if there

exist λi ∈ (0, 1] such that

Fii(t1, t2)F
T
ii (t1, t2)− I ≤ −λiI ∀t1, t2 > 0. (5.7)

(Note that this is equivalent to requiring the existence of a λ̃i with 0 ≤ λ̃i < 1 such that

Fii(t1, t2)F
T
ii (t1, t2) < λ̃iI. We will adhere the notation introduced in (5.7) enabling us to

still use the notion of E(−λi)ti .)
These sufficient conditions (5.6)-(5.7) are equivalent to the existence of the Lyapunov

function V = xTx. This is a very strong condition and sometimes cannot be satisfied

even though the system is exponentially stable. Different sufficient conditions can be

found in Rosenbrock (1963); Desoer (1969, 1970); Ilchmann et al. (1987); Zhang (1993);

Hill and Ilchmann (2011). If the matrix Fii(t1, t2) satisfies any of these sufficient stability

conditions, it will be denoted as “exponentially stable”.
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Throughout this chapter the notion of “positive definite”, K, K∞, and KL functions

will be used: A function f : R≥0 → R≥0 is positive definite if it is continuous and satisfies

f(0) = 0 and f(x) > 0 for all x > 0. A function α is of class K (α ∈ K) if it is positive

definite and strictly increasing. A function α is of class K∞ (α ∈ K∞) if it is of class K
and in addition α(x) → +∞ as x→ +∞. A function β : R≥0 ×R≥0 → R≥0 is of class KL
(β ∈ KL) if β(·, t) is of class K∞ for all t ≥ 0 and satisfies β(r, t) → 0 as t → ∞ for each

r ≥ 0.

Combining (and slightly altering) the definitions for iISS-Lyapunov functions for con-

tinuous systems given in (Angeli et al., 2000, Definition II.2) and discrete systems given in

Angeli (1999), consider this notion of “two-dimensional Lyapunov function”:

Definition 5.1 (Two-Dimensional Lyapunov Function)

A two-dimensional function V T =
(

V1(x1) V2(x2)
)

is called a two-dimensional Lya-

punov function for system (5.3)-(5.4) if Vi(xi) is an iISS-Lyapunov function for subsystem

δixi(t1, t2) = fi(x1(t1, t2),x2(t1, t2)), that is there exist functions αi, αi ∈ K∞, positive

definite functions αi and constants 0 ≤ bi <∞ such that for i, k ∈ {1, 2}, i 6= k

αi(|xi|) ≤Vi(xi) ≤ αi(|xi|), (5.8)

δiVi(xi) ≤− αi(Vi(xi)) + biVk(xk) (5.9)

and in addition

divV =δ1V1(x1) + δ2V2(x2) ≤ 0 for all t1, t2 > 0. (5.10)

Note that according to the definitions of iISS-Lyapunov functions in Angeli et al. (2000)

and Angeli (1999) Vi(xi) needs to be continuously differentiable if ti is continuous and

merely continuous if ti is discrete.

The definitions for iISS-Lyapunov functions from Angeli et al. (2000) and Angeli (1999)

have been altered in the way that the last term in (5.9) explicitly contains Vk(xk) instead

of a general class K∞ function γk(xk).

In order to prove asymptotic stability later in this chapter, the definition above needs

to be strengthened:

Definition 5.2 (Regular Two-Dimensional Lyapunov Function)

A two-dimensional function V of two smooth functions V1(x1) and V2(x2) is called a

regular two-dimensional Lyapunov function for system (5.3)-(5.4) if there exist functions

αi, αi ∈ K∞ and constants 0 < ai, bi < ∞ (and in addition ai < 1 if ti is discrete) such

that for i, k ∈ {1, 2}, i 6= k

αi(|xi|) ≤Vi(xi) ≤ αi(|xi|), (5.11)

δiVi(xi) ≤− aiVi(xi) + biVk(xk) (5.12)
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and

divV =δ1V1(x1) + δ2V2(x2) ≤ 0 for all t1, t2 > 0. (5.13)

Note that the main difference between these two definitions for two-dimensional Lya-

punov functions is that in Definition 5.2 the first term on the right hand side of (5.12) is

ai · Vi(xi) instead of the more general form αi(Vi(xi)) in Definition 5.1.

This definition can be strengthened further by requiring that the divergence of the

Lyapunov function is strictly negative and can be bounded by the Lyapunov function

components. This will enable the proof of exponential stability.

Definition 5.3 (Strict Two-Dimensional Lyapunov Function)

A two-dimensional function V of two smooth functions V1(x1) and V2(x2) is called

a strict two-dimensional Lyapunov function for system (5.3)-(5.4) if there exist functions

αi, αi ∈ K∞ and constants 0 < ai, bi, αi < ∞ (and in addition ai, αi < 1 if ti is discrete)

such that for i, k ∈ {1, 2}, i 6= k

αi(|xi|) ≤Vi(xi) ≤ αi(|xi|), (5.14)

δiVi(xi) ≤− aiVi(xi) + biVk(xk) (5.15)

and

divV ≤− α1V1(x1)− α2V2(x2) < 0 for all t1, t2 > 0. (5.16)

Similar to Definition 4.2 and Definition 4.3 in Chapter 4 we will use the following

definitions for initial conditions:

Definition 5.4 (LV and L∞ Bounded Initial Conditions)

Given positive definite functions Vi, the initial conditions of the nonlinear two-dimen-

sional system (5.3)-(5.4) are LV and L∞ bounded, if there exist ci, ζi <∞ such that for

i ∈ {1, 2}

‖xi0(·)‖V :=
∞
S
0
Vi (xi0(t)) dt ≤ ci, and (5.17)

‖xi0(·)‖∞ = sup
t≥0

|xi0(t)| ≤ ζi. (5.18)

Definition 5.5 (L′
p and L′′

∞ Smooth Bounded Initial Conditions)

Given positive definite functions Vi and an integer 1 ≤ p <∞, the initial conditions of

the nonlinear two-dimensional system (5.3)-(5.4) are Smooth Bounded Initial Conditions
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if they are LV and L∞ bounded according to Definition 5.4 and in addition there exist

c′i, ζ
′
i, ζ

′′
i <∞ such that for i ∈ {1, 2}

‖δxi0(·)‖pp =
∞
S
0
|δxi0(t)|p dt ≤ c′i, (5.19)

‖δxi0(·)‖∞ = sup
t>0

|δxi0(t)| ≤ ζ′i and (5.20)

‖δ2xi0(·)‖∞ = sup
t>0

|δ2xi0(t)| ≤ ζ′′i . (5.21)

The proof of exponential stability in Section 5.4 requires the definition of exponentially

decaying initial conditions, similar to Definition 4.4.

Definition 5.6 (Exponentially Decaying Initial Conditions)

Given positive definite functions Vi, the initial conditions of the nonlinear two-dimen-

sional system (5.3)-(5.4) are exponentially decaying, if there exist µi > 0 and κi <∞ such

that for i, k ∈ {1, 2}, i 6= k

Vi(xi0(tk)) ≤ κie
−µktk . (5.22)

Similar to Definition 4.5, Definition 4.6 and Definition 4.7 we define stability, asymptotic

stability and exponential stability of nonlinear two-dimensional systems:

Definition 5.7 (Stability of Nonlinear Two-Dimensional Systems)

The autonomous nonlinear two-dimensional system (5.3)-(5.4) is stable if for each

M > 0 there exists a set of ci(M), ζi(M) > 0 such that if the initial conditions are LV and

L∞ bounded with bounds ci(M) and ζi(M) for i ∈ {1, 2}, respectively, then

|x(t1, t2)| ≤M for all t1, t2 > 0. (5.23)

Definition 5.8 (Asymptotic Stability of Smooth Nonlinear Two-Dimensional Systems with

Smooth Bounded Initial Conditions)

The autonomous nonlinear two-dimensional system (5.3)-(5.4) is asymptotically sta-

ble, if for any L′
p and L′′

∞ Smooth Bounded Initial Conditions (according to Definition 5.5)

it is stable, and the following limit holds

lim
t1+t2→∞

x(t1, t2) = 0. (5.24)
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Definition 5.9 (Exponential Stability of Nonlinear Two-Dimensional Systems)

The autonomous nonlinear two-dimensional system (5.3)-(5.4) is exponentially stable,

if for any exponentially decaying initial conditions there exist η1, η2 > 0, and Mi <∞ such

that for i ∈ {1, 2} the following condition holds:

|xi(t1, t2)| ≤Mie
−η1t1e−η2t2 . (5.25)

5.3 Mathematical Preliminaries

The following lemma will be needed for the proof of stability of two-dimensional systems.

The continuous version was proposed in (Angeli et al., 2000, Corollary IV.3) and the proof

of the discrete version can be found in (Angeli, 1999, Proof of Theorem 2, p. 301).

Lemma 5.1

Given any continuous positive definite function α : R≥0 → R≥0, there exists a KL-

function β with the following property. For any 0 < t̃ ≤ ∞, and for any (locally) absolutely

continuous function V : [0, t̃) → R≥0 and any measurable, locally essentially bounded

function γ : [0, t̃) → R≥0, if

δV (t) ≤ −α(V (t)) + γ(t) (5.26)

holds for almost all t ∈ [0, t̃), then the following estimate holds:

V (t) ≤ β(V (0), t) +
t

S
0
2γ(s)ds (5.27)

for all t ∈ [0, t̃).

Lemma 5.1 enables the proof of stability of general nonlinear two-dimensional systems

below.

Corollary 5.1 (Stability of Nonlinear Two-Dimensional Systems)

The nonlinear two-dimensional system (5.3)-(5.4) is stable if there exists a two-dimen-

sional Lyapunov function according to Definition 5.1.

Proof Since the divergence of V is nonpositive for all t1, t2 > 0 we get again the results

from (4.28)-(4.29) (in Lemma 4.2 on page 63)

T2

S
0
V1(T1, t2)dt2 ≤

T2

S
0
V1(0, t2)dt2 +

T1

S
0
V2(t1, 0)dt1, (5.28)

T1

S
0
V2(t1, T2)dt1 ≤

T2

S
0
V1(0, t2)dt2 +

T1

S
0
V2(t1, 0)dt1. (5.29)
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Together with the fact that the initial conditions are LV bounded we get

T2

S
0
V1(T1, t2)dt2 ≤ c1 + c2 and

T1

S
0
V2(t1, T2)dt1 ≤ c1 + c2. (5.30)

Applying Lemma 5.1 we can guarantee that there exists a function β1 ∈ KL such that

V1(x1(t1, t2)) ≤ β1(V10(t2), t1) +
t1
S
0
2b1V2(x2(τ, t2))dτ. (5.31)

Using the fact that the initial conditions are in L∞ and (5.30), equation (5.31) yields

V1(x1(t1, t2)) ≤ β1(ζ1, t1) + 2b1(c1 + c2). (5.32)

Since there exists a class K∞ function α1(|x1|) ≤ V1(x) we find that

|x1(t1, t2)| ≤M1 := α−1
1 (β1(ζ1, 0) + 2b1(c1 + c2)) <∞ (5.33)

for all t1, t2. Note that the bound M1 depends on the norm of the initial conditions, i. e.

ζ1, c1, c2. Thus, the maximal value of |x1| for all t1, t2 is determined by the norm of the

initial conditions. Furthermore, if ζ1, c1 and c2 tend to zero, then M1 also tends to zero.

A similar bound M2 < ∞ for the norm of x2 can also be found and thus the system is

stable according to Definition 5.7. �

Similar to Corollary 4.3 we will further show that if a suitable regular two-dimensional

Lyapunov function exists, the generalised integral S∞
0 Vi(xi(t1, t2))dti is bounded for i ∈

{1, 2}.

Corollary 5.2

Consider the nonlinear two-dimensional system in (5.3)-(5.4). If there exists a regular

two-dimensional Lyapunov function V according to Definition 5.2 and the initial condi-

tions are LV and L∞ bounded according to Definition 5.4, then there exist M1,M2 < ∞
independently of t2 and t1, respectively, such that

∞
S
0
V1(x1(t1, t2))dt1 ≤M1, and

∞
S
0
V2(x2(t1, t2))dt2 ≤M2. (5.34)

Proof From the definition of the regular two-dimensional Lyapunov function we derive

V1(x1(t1, t2)) ≤ E(−a1)t1V1(x1(0, t2))+b1
t1
S
0
E(−a1)τV2(x2(t1−I1−τ, t2))dτ (5.35)

and thus

∞
S
0
V1(x1(t1, t2))dt1 ≤V1(x1(0, t2))

∞
S
0
E(−a1)t1dt1

+b1
∞
S
0

t1
S
0
E(−a1)τV2(x2(t1 − I1 − τ, t2))dτdt1. (5.36)
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Since the initial conditions are L∞ bounded and a1 > 0 (and in addition a1 < 1 if t1 is

discrete), the first term of the right hand side of (5.36) can be bounded by

V1(x1(0, t2))
∞
S
0
E(−a1)t1dt1 ≤ V1(ζ1)

a1
. (5.37)

Using the fact that the convolution is commutative and interchanging the order of integra-

tion at the second term of the right hand side of (5.36) yields

b1
∞
S
0

t1
S
0
E(−a1, )τV2(x2(t1 − I1 − τ, t2))dτdt1

≤b1
∞
S
0

∞
S

τ+I1

E(−a1)t1−I1−τ
V2(x2(τ, t2))dt1dτ

≤b1
∞
S
0
V2(x2(τ, t2)) ·

(

∞
S

τ+I1

E(−a1)t1−I1−τ
dt1

)

dτ

≤ b1
a1

∞
S
0
V2(x2(t1, t2))dt1. (5.38)

Since the divergence is nonpositive we can use the results in (5.28)-(5.29), and equation

(5.38) yields

b1
∞
S
0

t1
S
0
E(−a1)τV2(x2(t1 − I1 − τ, t2))dτdt1

≤ b1
a1

(

∞
S
0
V1(x1(0, t2))dt2 +

∞
S
0
V2(x2(t1, 0))dt1

)

(5.39)

As the initial conditions are in LV , the bound M1 is (independently of t2)

M1 :=
V1(ζ1)

a1
+
b1
a1

(c1 + c2). (5.40)

The existence of M2 can be shown in the same way. �

Similar to Lemma 4.3 we will show that the first derivatives of the states x1 and x2

with respect to t1 and t2 are bounded if the state space equations, the initial conditions

and the Lyapunov function fulfils certain smoothness criteria.

Lemma 5.2

Consider the C2 smooth nonlinear two-dimensional system (5.3)-(5.4) with exponen-

tially stable Jacobian matrices Fii for i ∈ {1, 2}. If there exists a regular two-dimensional

Lyapunov function according to Definition 5.2 and in addition there exist scalars 1 ≤ p <∞
and 0 < a′1, a

′
2 < ∞ such that the initial conditions are L′

p and L′′
∞ smooth bounded ac-

cording to Definition 5.5 and

divV (t1, t2) ≤ −a′1 |δ1x1(t1, t2)|pp − a′2 |δ2x2(t1, t2)|pp (5.41)

for all t1, t2 > 0, then
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(a) the first generalised derivatives of x1(t1, t2) and x2(t1, t2) are in L∞ [0,∞) × [0,∞)

and Lp [0,∞)× [0,∞), i.e. there exist Mik,M ik <∞ such that for i, k ∈ {1, 2},

sup
(t1,t2)∈T1×T2

|δkxi(t1, t2)| ≤Mik, (5.42)

∞
S
0

∞
S
0
|δkxi(t1, t2)|pdt1dt2 ≤M ik and (5.43)

(b) the second generalised derivatives of x1(t1, t2) and x2(t1, t2) are in L∞ [0,∞)× [0,∞),

i.e. there exist Mikl <∞ such that for i, k, l ∈ {1, 2}

sup
(t1,t2)∈T1×T2

|δkδlxi(t1, t2)| ≤Mikl. (5.44)

Proof (a): The system is stable by Corollary 5.1 and therefore the states are bounded

(there exist Mi < ∞ such that |xi(t1, t2)| ≤ Mi for all t1, t2 for i ∈ {1, 2}). The bounds

M11 and M22 are equal to the bounds on f1 and f2 for all |x1| ≤M1 and |x2| ≤M2.

Combining assumption (5.41) and the fundamental theorem of calculus yields

a′1 ‖δ1x1(·, ·)‖pp +a′2 ‖δ2x2(·, ·)‖pp

=

∞
∫

0

∞
∫

0

a′1 |δ1x1(t1, t2)|pp + a′2 |δ2x2(t1, t2)|pp dt1dt2

≤−
∞
∫

0

∞
∫

0

divV (t1, t2)dt1dt2

=

∞
∫

0

V1 (x1(0, t2)) dt2 − lim
T1→∞

∞
∫

0

V1 (x1(T1, t2)) dt2

+

∞
∫

0

V2 (x2(t1, 0)) dt1 − lim
T2→∞

∞
∫

0

V2 (x2(t1, T2)) dt1

≤
∞
∫

0

V1 (x10(t2)) dt2 +

∞
∫

0

V2 (x20(t1)) dt1

≤c1 + c2. (5.45)

Thus, δixi(t1, t2) is also in Lp [0,∞)× [0,∞) and M ii exists for i ∈ {1, 2}.
To show that the first mixed derivatives δ1x2 and δ2x1 are also in Lp and L∞, note

that δ1x1(t1, t2) = f1(x1,x2) yields

δ2δ1x1(t1, t2) =δ2f1(x1,x2)

δ1 (δ2x1(t1, t2)) =
∂f1

∂x1
δ2x1(t1, t2) +

∂f1

∂x2
δ2x2(t1, t2)

=F11(t1, t2)δ2x1(t1, t2) + F12(t1, t2)f2(x1,x2). (5.46)
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Since F11(t1, t2) is exponentially stable and F12(t1, t2) and f2(x1,x2) are bounded, the

system (5.46) is exponentially stable. Thus, since f2(x1,x2) is in Lp, δ2x1(t1, t2) treated

as a function of t1 is both in Lp and L∞.

(b): To show that Miii and Miik exist for i, k ∈ {1, 2}, i 6= k observe that

δ2i xi(t1, t2) =Fii(x1,x2)fi(x1(t1, t2),x2(t1, t2)) + Fik(x1,x2)δixk(t1, t2), (5.47)

δiδkxi(t1, t2) =Fii(x1,x2)δixk(t1, t2) + Fik(x1,x2)fk(x1(t1, t2),x2(t1, t2)). (5.48)

Since Fii, fi and δixk are bounded for all t1, t2 > 0 and i, k ∈ {1, 2}, δ2i xi and δiδkxi are

in L∞ [0,∞)× [0,∞) for i, k ∈ {1, 2}.
To show that δ2kxi is in L∞ for i, k ∈ {1, 2}, i 6= k consider the same trick as above

using the fact that

δ22δ1x1(t1, t2) =δ
2
2f1(x1,x2)

δ1
(

δ22x1(t1, t2)
)

=δ2 (F11(t1, t2)δ2x1(t1, t2) + F12(t1, t2)δ2x2(t1, t2))

=F11(t1, t2)δ
2
2x1(t1, t2) + F111(t1, t2) (δ2x1(t1, t2))

2

+F12(t1, t2)δ
2
2x2(t1, t2) + 2F112(t1, t2)δ2x1(t1, t2)δ2x2(t1, t2)

+F122(t1, t2) (δ2x2(t1, t2))
2 . (5.49)

Since the system is C2 smooth and the derivatives δixk and δixi for i, k ∈ {1, 2}, i 6= k are

bounded, all but the first term on the right hand side of (5.49) are bounded. As F11(t1, t2)

is exponentially stable, δ22x1(t1, t2) is in L∞. �

Similar to the results in Chapter 4, the findings in Corollary 5.2 and Lemma 5.2 (to-

gether with Lemma 4.4) will be used in Section 5.5 to prove asymptotic stability. The

proof of exponential stability below only requires the results of Corollary 5.1.

5.4 Exponential Stability

Assuming the divergence of the Lyapunov function is strictly negative, exponential stability

can be shown. The initial conditions also need to be exponentially decaying.

Theorem 5.1 (Exponential Stability of Nonlinear Two-Dimensional Systems)

The nonlinear two-dimensional system (5.3)-(5.4) is exponentially stable, if there exist

a strict two-dimensional Lyapunov function of the form Definition 5.3 and pi ∈ (0,∞) for

i ∈ {1, 2} such that αi(|xi|) ≥ |xi|pi .

Proof First, consider the Lyapunov function candidate

Ṽ =

(

Ṽ1(x1)

Ṽ2(x2)

)

=

(

eη1(t1−I1)eη2t2V1

eη1t1eη2(t2−I2)V2

)

(5.50)
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with positive constants η1 and η2. Note that

δiṼi =eη1t1eη2t2δiVi + η̃iṼi (5.51)

where η̃i = ηi(1− Ii) + (eηi − 1) Ii. Applying condition (5.15) of the definition for a strict

two-dimensional Lyapunov function yields

δiṼi ≤− eη1t1eη2t2aiVi + eη1t1eη2t2biVk + η̃iṼi

≤
(

(ηi − ai) (1− Ii) + eηi
(

1− e−ηi − ai
)

Ii

)

Ṽi + bie
ηkIk Ṽk. (5.52)

Choosing ηi < ai in case ti is continuous and ηi < − ln(1 − ai) in case ti is discrete guar-

antees that Ṽi satisfies condition (5.9). (Note that ln is the natural logarithm.) Consider

now the divergence and condition (5.16)

div Ṽ =eη1t1eη2t2 divV + η̃1Ṽ1 + η̃2Ṽ2

≤eη1t1eη2t2 (−α1V1 − α2V2) + η̃1Ṽ1 + η̃2Ṽ2

=
(

η̃1 − eη1I1α1

)

Ṽ1 +
(

η̃2 − eη2I2α2

)

Ṽ2. (5.53)

If ηi < αi in case ti is continuous and ηi < − ln(1 − αi) in case ti is discrete, Ṽ satisfies

(5.10). For i, k ∈ {1, 2} and i 6= k note that the initial conditions of V are exponentially

decaying and thus Ṽi(xi0) is bounded by

Ṽi(xi0(tk)) = eηk(tk−Ik)Vi(xi0(tk)) ≤ eηk(tk−Ik)κie
−µktk . (5.54)

So choosing ηk < µi also guarantees that the initial conditions of Ṽ are in L∞ and LV .

Hence, choosing

ηi <







min{ai, αi, µi} if ti continuous,

min {− ln(1− ai), − ln(1− αi), µi} if ti discrete,
(5.55)

for i ∈ {1, 2} allows us to follow the same argumentation as in the proof of Corollary 5.1

up to the equivalent of (5.32) guaranteeing that there exists a C <∞ such that

Ṽi ≤ C. (5.56)

Since |xi|pi ≤ αi(|xi|) ≤ Vi(xi) we can conclude that

|x1| ≤e
− η1

p1
(t1−I1)e

− η2
p1

t2C1/p1 (5.57)

|x2| ≤e
− η1

p2
t1e

− η2
p2

(t2−I2)C1/p2 . (5.58)

�

Note that the rate with which |xi| decays depends on the Lyapunov function Vi, αi, p1
and p2.



5.5. ASYMPTOTIC STABILITY 99

5.5 Asymptotic Stability

In this section asymptotic stability is shown for general nonlinear two-dimensional systems.

In contrast to the conditions known in the literature, the sufficient conditions proposed

here can be applied to systems that only allow a Lyapunov function with a nonpositive

divergence — rather than a strictly negative divergence. In contrast to the theorem on

exponential stability in the previous section, additional smoothness assumptions on the

initial conditions and the state space system have to be made.

Theorem 5.2 (Asymptotic Stability of Nonlinear Two-Dimensional Systems)

Consider the C2 smooth nonlinear two-dimensional system (5.3)-(5.4) with exponen-

tially stable Jacobian matrices F11 and F22. If there exists a regular two-dimensional Lya-

punov function according to Definition 5.2 and in addition there exist scalars 1 ≤ p < ∞
and 0 < a′1, a

′
2 < ∞ such that the initial conditions are L′

V and L′′
∞ smooth bounded

according to Definition 5.5, and

divV (t1, t2) ≤ −a′1 |δ1x1(t1, t2)|p − a′2 |δ2x2(t1, t2)|p (5.59)

for all t1, t2 > 0, then the system is asymptotically stable according to Definition 5.8.

Proof The proof of asymptotic stability for nonlinear two-dimensional systems is very

similar to the proof for linear systems in Section 4.5:

Consider the integral of V1(t1, t2)+V2(t1, t2) along the line Ω(l) := (t1, t2) ∈ {[0, l]× {l}}∪
{{l} × [0, l]} for l ∈ R+ or l ∈ N, and l > 0 as:

U(l) := S
Ω(l)

V1(x1(t1, t2)) + V2(x2(t1, t2))ds

=
l

S
0
(V1(x1(t1, l)) + V2(x2(t1, l))) dt1 +

l

S
0
(V1(x1(l, t2)) + V2(x2(l, t2))) dt2.

(5.60)

Similarly to the linear case there exists a C such that U(l) ≤ C for all l due to the results

in Lemma 4.2 and Corollary 5.2.

Since the first generalised derivatives of x(t1, t2) with respect to t1 and t2 are L∞

bounded (Lemma 5.2) and the fact that the Lyapunov function components V1 and V2 are

smooth, we can define

d11(l) := sup
0≤t1≤l

|δ1V1(x1(t1, l))| , d12(l) := sup
0≤t2≤l

|δ2V1(x1(l, t2))| , (5.61)

d21(l) := sup
0≤t1≤l

|δ1V2(x2(t1, l))| , and d22(l) := sup
0≤t2≤l

|δ2V2(x2(l, t2))| . (5.62)

Note that for ti continuous the above bounds follow immediately from the results in

Lemma 5.2 and the chain rule of differentiation: dVk/dti = ∂Vk/∂xk · dxk/dti. In case

ti is discrete, observe that we can interpolate Vk between ti + 1 and ti and for each time
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instance ti there exists a ti ≤ s ≤ ti + 1 such that

∆iVk(xk) = Vk(xk(ti + 1))− Vk(xk(ti)) =
dVk(xk(s))

ds
(5.63)

with xk(s) := xk(ti) + (s− ti)(xk(ti + 1)− xk(ti)). (For convenience, the second variable

tk is neglected here.) Thus

∆iVk(xk) =
dVk(xk(s))

ds
=

dVk(xk)

dxk

∣

∣

∣

∣

xk=xk(s)

dxk(s)

ds
=

dVk(xk)

dxk

∣

∣

∣

∣

xk=xk(s)

∆ixk(ti).

(5.64)

Note that d11(l) ≤ supt1≥0 |δ1V1(x1(t1, l))|. Using again the version of Barbalat’s Lemma in

Lemma 4.4, we can conclude that the first generalised derivatives tend to zero as t1, t2 → ∞
and are uniformly convergent in both directions. That allows us to interchange the order

of supremum and limit and thus we conclude that

lim
l→∞

d11(l) ≤ lim
l→∞

sup
t1≥0

|δ1V1(x1(t1, l))|

= sup
t1≥0

lim
l→∞

|δ1V1(x1(t1, l))|

=0. (5.65)

To find a lower bound on U(l) we will use a similar trick as in the proof of Lemma 4.4 and

Theorem 4.2 on page 75.

If t1 is continuous and the maximum of Vi(t1, t2)

V i(l) := max
(t1,t2)∈Ω(l)

Vi(t1, t2) (5.66)

for i ∈ {1, 2}) along Ω(l) occurs along the part of Ω(l) where (t1, t2) ∈ [0, l]× {l} we can

bound the integral of Vi(t1, t2) over Ω(l) from below by a triangle with the base equal to

min
{

V i(l)
/

di1(l), l
}

and V i(l) as the height of the triangle. In case t1 is discrete and

V i(l) occurs at (t1, t2) ∈ [0, l]× {l} a similar argument as in Section 4.5 can be followed.

Thus, U(l) can be bounded from below by

U(l) ≥min

{

V
2

1(l)

2d11(l)
,

V
2

1(l)

2d12(l)
,

V 1(l)l

2

}

+min

{

V
2

2(l)

2d21(l)
,

V
2

2(l)

2d22(l)
,

V 2(l)l

2

}

.

(5.67)

Since V i(l) ≤ Vi(Mi) where V i(l) is the maximum of Vi in the region Ω(l) and Vi(Mi) is

the maximal possible value of Vi if |xi| ≤Mi for all t1, t2 > 0, this implies

V
2

i (l) ≤ C ·max

{

2di1(l), 2di2(l),
2Vi(Mi)

l

}

. (5.68)

Note that as l tends to infinity each component of the maximum in (5.68) goes to zero

and, hence, limt1,t2→∞ |Vi(t1, t2)| = 0 and therefore limt1,t2→∞ |xi(t1, t2)| = 0. The limits
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limt1→∞ |xi(t1, t2)| = 0 and limt2→∞ |xi(t1, t2)| = 0 exist as well. �

It should be noted that the assumptions used to guarantee asymptotic stability seem

to be rather restrictive. However, requiring smoothness of the initial conditions, the state

space description and the Lyapunov functions allows to formulate sufficient conditions for

asymptotic stability even if the divergence, divV , is negative semi-definite.

5.6 Examples

After proving exponential stability of systems which admit a strict two-dimensional Lya-

punov function (with a strictly negative divergence), asymptotic stability was shown for sys-

tems that admit a regular two-dimensional Lyapunov function and satisfy certain smooth-

ness criteria.

Two examples will be discussed to illustrate the result on asymptotic stability. Note

that in both examples the divergence of the Lyapunov function is merely nonpositive. Thus,

they are not suitable to guarantee exponential stability. The second example discusses the

stability of a nonlinear vehicle string with a variable time headway.

Example 5.1 Consider the continuous-discrete two-dimensional system

ẋ1(t, k) =− φ2(x1)x1(t, k) + φ(x1)x2(t, k) (5.69)

∆x2(t, k) = φ(x1)x1(t, k)− x2(t, k) (5.70)

with the bounded function 0 < Φ ≤ φ(x1) ≤ Φ <∞. Also assume the first two derivatives

of φ(x1) are bounded: |dφ(x1)/dx1| ≤ Φ′ <∞ and |d2φ(x1)/dx21| ≤ Φ′′ <∞.

Stability Consider the Lyapunov function

V =

(

V1(x1)

V2(x2)

)

=

(

1
2x

2
1(t, k)

1
2x

2
2(t, k)

)

. (5.71)

Thus

V̇1(x1) = −φ2(x1)x21(t, k) + φ(x1)x1(t, k)x2(t, k), (5.72)

∆V2(x2) =
1

2
φ2(x1)x

2
1(t, k)−

1

2
x22(t, k) and (5.73)

divV = −1

2
(φ(x1)x1(t, k)− x2(t, k))

2 ≤ 0. (5.74)

Equation (5.72) yields

V̇1(x1) =− 1

2
φ2(x1)x

2
1(t, k)−

1

2
(φ(x1)x1(t, k)− x2(t, k))

2
+

1

2
x22(t, k)

≤− 1

2
φ2(x1)x

2
1(t, k) +

1

2
x22(t, k)

≤− Φ2V1(x1) + V2(x2). (5.75)
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Equation (5.73) becomes

∆V2(x2) ≤ −V2(x2) + Φ
2
V1(x1). (5.76)

Hence, the system with LV and L∞ bounded initial conditions is stable and there exists

an upper bound on |x1| and |x2| for all t and k.

Asymptotic Stability Note that the system is C2 smooth since the first three derivatives

of φ(x1) are bounded, and the Lyapunov functions V1 and V2 are also smooth.

Furthermore, the current proof for asymptotic stability requires Fii(t1, t2) to be expo-

nentially stable. Since x1 and x2 are scalar, condition (5.6) simplifies to Fii(t, k) < 0 for

all t and k with

F11(t, k) =− φ2(x1)− 2φ(x1)
dφ(x1)

dx1
x1(t, k) +

dφ(x1)

dx1
x2(t, k), (5.77)

F22(t, k) =− 1. (5.78)

Assume that φ(x1) is chosen such that

dφ(x1)

dx1

∣

∣

∣

∣

x1=0

= 0 and
dφ(x1)

dx1
x1 > 0 for x1 6= 0. (5.79)

Thus (5.77) yields

F11(t, k) < −φ2(x1) +
dφ(x1)

dx1
x2(t, k). (5.80)

Since the system is stable there exists a M2 <∞ such that |x2(t, k)| < M2 for all t and k.

Hence, we require

F11(t, k) < −φ2(x1) +
∣

∣

∣

∣

dφ(x1)

dx1

∣

∣

∣

∣

M2 ≤ 0. (5.81)

Hence, choosing φ(x1) such that its derivative satisfies

∣

∣

∣

∣

dφ(x1)

dx1

∣

∣

∣

∣

≤ 1

M2
φ2(x1) (5.82)

guarantees that F11 is exponentially stable. One such choice is for instance φ(x1) = x21+1.

With a set of initial conditions sufficiently small such that for instance M2 = |x2| = 1, the

system is asymptotically stable for all x1.

Further observe that ai and bi from (5.12) are given by

a1 = Φ
2
, b1 = 1, a2 = 1, b2 = Φ

2
. (5.83)
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Ch,f(s) =
C(s)

hfixs+1
P (s)

hfixs+ 1

H
ê x̂

−

ûH ŷH

Figure 5.1: Block diagram of subsystem with variable time headway

Finally, note that condition (5.59) is satisfied since

divV =− 1

2
φ2(x1)x

2
1(t, k)−

1

2
x22(t, k)−

1

2
φ(x1)x1(t, k)x2(t, k)

=− 1

4φ2(x1)

(

φ4(x1)x
2
1(t, k) + φ2(x1)x

2
2(t, k)− 2φ3(x1)x1(t, k)x2(t, k)

)

−1

4

(

φ2(x1)x
2
1(t, k) + x22(t, k)− 2φ(x1)x1(t, k)x2(t, k)

)

≤− 1

4Φ
2 (ẋ1(t, k))

2 − 1

4
(∆x2(t, k))

2
. (5.84)

Thus, the system is locally asymptotically stable. ∗

In our second nonlinear example we will study a nonlinear extension of Example 4.1.

Instead of a fixed time headway a varying time headway is considered. The form of

hvar given in (5.95) was proposed in Yanakiev and Kanellakopoulos (1995) (including an

additional upper saturation bound). Yet, string stability of the system has not been shown

analytically but was demonstrated through simulations.

Example 5.2 Consider the plant model and the PID controller given in (3.64) and

(3.65). Instead of a fixed time headway h we will now use a variable time headway

hvar = hfix +∆hvar(x) (5.85)

where hfix is a constant greater than the critical time headway h0 = 1.18 and ∆hvar(x) ≥ 0

is the variable part of the time headway which depends on the state x. An additional pole

at − 1
hfix

is added to each subsystem.

In order to analyse the stability of the system we will transform the system in Figure 3.2

into the scheme with the additional abstract block H, see Figure 5.1, where the position

of the kth vehicle is the input for H of subsystem k+1, i. e. x̂(t, k) = ûH(t, k+1). We will

use the following state space description for the additional state x12(t) of the system H:

ẋ12 (t) =− 1

hvar
x12 (t) +

√
hvar − hfix
hvar

uH(t), (5.86)

yH(t) =

√
hvar − hfix
hvar

x12(t) +
hfix
hvar

uH(t). (5.87)
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Note that with hvar fixed, the frozen system H is linear, time invariant with transfer

function H(s) = hfixs+1
hvars+1 . In general, we allow hvar to be any time varying function that

satisfies hvar ≥ hfix. Thus, the system is described by







ẋ11(t, k)

ẋ12(t, k)

∆x2(t, k)






=







A0 b0
√
hvar − hfix/hvar b0hfix/hvar

0 −1/hvar
√
hvar − hfix/hvar

c 0 −1







︸                                                               ︷︷                                                               ︸

A(t)







x11(t, k)

x12(t, k)

x2(t, k)







(5.88)

where x11(t, k) are the existing states of the controller Ch,f(s) and the vehicle model P (s)

and, therefore, A0 and b0 are equal to A11 and A12 in (4.106) for h = hfix:

A0 =

















0 1 0 0 0

0 −2Cdv0 1 0 0

− 1
hfix

(

kp +
kd

T

)

−
(

kp + kd

T

)

− 1
hfix

1
hfix

− kd

hfixT 2

−ki −hfixki 0 0 0

−1 −hfix 0 0 − 1
T

















, (5.89)

b0 =
(

0 0 1
hfix

(

kp + kd

T

)

ki 1
)T

(5.90)

and c =
(

1 0 0 0 0
)

. Note that the eigenvalues of A11 have negative real parts for

hfix, hvar > 0.

Consider the Lyapunov function candidate V with V1(x1) = xT
11(t, k)Px11(t, k) + x212

and V2(x2) = xT2 (t, k)x2(t, k). The divergence then is xTQx where

Q =







AT
0 P + PA0 + cTc Pb0

√
hvar − hfix/hvar Pb0hfix/hvar

bT0 P
√
hvar − hfix/hvar −2/hvar

√
hvar − hfix/hvar

bT0 Phfix/hvar
√
hvar − hfix/hvar −1






. (5.91)

Using the Schur complement, the requirement Q ≤ 0 yields

[

AT
0 P + PA0 + cTc Pb0

√
hvar − hfix/hvar

bT0 P
√
hvar − hfix/hvar −2/hvar

]

+

[

Pb0hfix/hvar√
hvar − hfix/hvar

]

[

bT0 Phfix/hvar
√
hvar − hfix/hvar

]

=

[

AT
0 P + PA0 + cTc+ Pb0b

T
0 Ph

2
fix/h

2
var Pb0(hvar + hfix)

√
hvar − hfix/h

2
var

bT0 P (hvar + hfix)
√
hvar − hfix/h

2
var −(hvar + hfix)/hvar

]

≤0. (5.92)
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Applying the Schur complement once again it becomes

AT
0 P + PA0 + cTc+ Pb0b

T
0 Ph

2
fix/h

2
var + Pb0b

T
0 P (hvar + hfix)(hvar − hfix)/h

2
var

= AT
0 P + PA0 + cTc+ Pb0b

T
0 Ph

2
fix/h

2
var + Pb0b

T
0 P (h2var − h2fix)/h

2
var

= AT
0 P + PA0 + cTc+ Pb0b

T
0 P

≤ 0. (5.93)

Applying the Bounded Real Lemma we can show that existence of a P > 0 satisfying

(5.93), is equivalent to the condition
∥

∥

∥c (jωI−A0)
−1

b0

∥

∥

∥

∞
≤ 1. (5.94)

As we have seen before Γ0(jω) = c (jωI−A0)
−1

b0 is the transfer function from the kth to

the k + 1th vehicle for hvar = hfix. Since the time headway hfix is greater than the infimal

time headway h0 = 1.18, |Γ(jω)| = 1 for all ω and |Γ(jω)| < 1 for ω 6= 0. Thus, a positive

definite Matrix P exists such that Q is negative semi-definite independently of hvar (for

hfix > h0, and ∆hvar(x) ≥ 0) and the system is stable.

Note that using the current proof for asymptotic stability, it is required to ensure

that the Jacobian matrices Fii(t1, t2) are exponentially stable. This, however, requires

more work as hvar can depend explicitly on x1 and x2 and therefore conditions restricting

∂hvar/∂x1 might be necessary.

Consider the variable time headway

hvar(t, k) =







hss + kh (v̂(t, k)− v̂(t, k − 1)) for hmin ≤ hvar(t, k),

hmin else,
(5.95)

where the time headway in steady state is hss = 1.4, kh = 0.05 and the variable time

headway is saturated at hfix = hmin = 1.2. The motivation for the choice (5.95) is that in

case the vehicle is driving slower than its predecessor, the variable time headway decreases

and the vehicle thus accelerates faster and therefore can reach its desired position faster.

A string of forty vehicles has been simulated. The local error is shown in Figure 5.2 and

the variable time headway hvar(t, k) in Figure 5.3.

As shown in Figure 5.2 the error for the first vehicle increases to a maximal value that

is twice as high as the maximal value of the local error of the first vehicle in a string with

a constant time headway (h = 2) in Figure 4.2. This is because of the decreased time

headway, and consequently the desired distance between the first vehicle and reference

position decreases temporarily and thus the error increases.

Note that the simulations suggest that the system is not only stable but also asymptot-

ically stable. As mentioned above, a rigorous proof for asymptotic stability in the current

form, however, requires more work and restrictions on ∂hvar/∂x1 or a different proof for

asymptotic stability that requires less restrictive conditions on Fii. ∗
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ê
(t
,
k
)

0
20

40
60

80
100

0

10

20

30

40
-4

0

4

8

12

Figure 5.2: String with variable time headway: error ê(t, k)
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5.7 Conclusion

The sufficient conditions guaranteeing stability, exponential stability and asymptotic sta-

bility of linear two-dimensional systems given in Chapter 4 have been expanded. Instead

of using linear matrix inequalities, here the theory of (integral) input-to-state stability has

been employed to derive sufficient stability conditions for general nonlinear two-dimensional

systems.

As the divergence of the two-dimensional Lyapunov function is only required to be

nonpositive, additional assumptions have been made to prove stability and asymptotic

stability. In order to guarantee stability of general nonlinear two-dimensional systems,

the only additional assumption is that the iISS-Lyapunov function derivative δiVi depends

on the second part of the Lyapunov function Vk in a certain form. However, the proof

for asymptotic stability in Section 5.5 also requires certain smoothness conditions on the

initial conditions, the state space equations and the Lyapunov function. In some ways

this had to be expected as it was noted in (Zhu and Hu, 2011, Remark 3) in order to

show global asymptotic stability for nonpositive differences, at least the assumptions on

the initial conditions need to be stronger than merely boundedness.

However, if a Lyapunov function with a strictly negative divergence can be found,

exponential stability can be guaranteed. This extends a similar result given in Kurek

(1995) where divV < 0 is required to ensure asymptotic stability.

To the best of our knowledge, the stability discussion in Example 5.2 is the first rig-

orous proof of string stability for a nonlinear platoon system with variable time headway.

However, in order to guarantee asymptotic stability with the current proof, additional con-

ditions on the derivatives of hvar might be required. Alternatively, a different proof with

less conservative conditions is needed.





C H A P T E R 6

Conclusion

In this last chapter we summarise the contributions of this thesis and suggest
possible future directions for continued research in the relevant areas.

Chapter contents

6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.2 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.1 Summary

In Chapter 1 we motivated the study of two-dimensional systems in general and continuous-

discrete two-dimensional systems in particular by introducing the platooning problem: In

order to achieve tight spacing between vehicles travelling in a group (“string” or “platoon”)

one behind the other along one single direction, the vehicles are equipped with an automatic

controller for longitudinal position. The aim is to maintain a specified distance towards the

predecessor while the first vehicle follows a given trajectory using only locally measurable

data and distributed control (i. e. one independent controller for each vehicle rather than

one controller for the entire platoon).

It is a known issue that in some settings even if all subsystems are stable and the local

error coordinates are bounded and tend to zero for time t going to infinity, the norm of the

local error might grow exponentially with the position in the string: A small disturbance

at the beginning of the string is propagated through the string and amplified from each

vehicle to its follower. Additional constraints have to be derived in order to guarantee the

system’s stability in the usual sense and also to bound the error independently of the string

length. This much stronger stability requirement is referred to as “string stability”.

A vehicle string model can also be written as a two-dimensional system with the two

independent variables time t and the position within the string k. Even though this

description yields some significant advantages and simplifications in the (string) stability

analysis, a linear two-dimensional system modelling a vehicle platoon also inherits an

unavoidable singularity at the stability boundary, which then requires special attention

when analysing stability.
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Relevant literature has been discussed in Chapter 2. Some concepts and notation in the

field of platooning were introduced before reviewing the most important findings regarding

string stability.

Related literature on the stability of linear two-dimensional systems was studied. The

emphasis here was to note which of the stability conditions known in the literature are

suitable to guarantee stability of systems with singularities at the stability boundary. Most

researchers explicitly or implicitly exclude this marginal case and only few results studying

the bounded-input bounded-output stability of such systems in the frequency domain are

available.

To the best of the authors’ knowledge there are no published conditions suitable to

guarantee stability of such systems with a singularity at the stability boundary in the

time domain. Often, stability conditions are given as linear matrix inequalities (LMI) and

require a negative definite solution of the inequality. We have shown, however, that systems

with a singularity at the stability boundary can never admit a sign definite solution of such

an LMI. Hence, previous LMI methods do not apply to the situation studied here.

Compared to the vast amount of papers on the stability of linear two-dimensional

systems very few stability conditions for general nonlinear two-dimensional systems have

been published so far.

Chapter 3 investigated the bounded-input bounded-output (BIBO) stability of lin-

ear two-dimensional systems in the frequency domain. A combination of the well known

Laplace transform (with respect to the continuous time t) and the Z transform (with re-

spect to the discrete position within the sting k) was introduced. It was shown that a

version of Parseval’s Theorem also holds for two-dimensional systems. Hence, the L2 norm

of a two-dimensional signal in the time domain is equal to the L2 norm of the Laplace-Z

transform of the signal in the frequency domain. This was followed by the derivation of

the corresponding L2 induced operator norm.

These results were used to analyse the BIBO stability of a linear continuous-discrete

two-dimensional system describing a vehicle platoon. Since the communication range (the

number of vehicles ahead whose information is considered by each vehicle controller) only

determines the order of z, systems with different communication settings may be studied

using the same approach. The two-dimensional description of a vehicle string with com-

munication range 1 and 2 was analysed and an infimal time headway to guarantee string

stability was derived. However, due to the singularity at the stability boundary, it turns

out that the magnitude of the operator is discontinuous at this singularity and thus the

operator norm had to be examined with special care.

As the stability analysis of linear two-dimensional systems with nonessential singular-

ities of the second kind (NSSK) at the stability boundary in the frequency domain yields

some disadvantages, sufficient conditions for stability in the time domain were proposed

in Chapter 4. Using a two-dimensional quadratic Lyapunov function and linear matrix
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inequalities (Lyapunov) stability can be guaranteed if the divergence of the Lyapunov

function is nonpositive. This is in contrast to the findings proposed in the literature so

far as they require a strictly negative divergence. If the linear two-dimensional system

with exponentially decaying initial conditions admits a suitable Lyapunov function with a

strictly negative divergence, exponential stability can be guaranteed.

Moreover, it was shown that a system including a singularity at the stability boundary

cannot be exponentially stable since in that case the divergence of the Lyapunov function

cannot be sign definite. Provided the initial conditions fulfil certain smoothness criteria,

asymptotic stability can, however, be guaranteed even if the divergence is merely non-

positive. This sufficient condition for asymptotic stability is thus suitable to analyse the

stability of two-dimensional systems including singularities at the stability boundary, such

as two-dimensional models of vehicle strings.

All proofs regarding stability, exponential stability and asymptotic stability of linear

two-dimensional systems were given in a generalised notation, allowing systems with con-

tinuous and discrete time to be studied in a unified manner.

The same vehicle string with communication range 1 discussed as an example for BIBO

stability in Chapter 3 was also used to illustrate the findings in Chapter 4. It was shown

that if we restrict attention to quadratic Lyapunov functions a time headway greater than

the same infimal time headway derived before is necessary and sufficient to guarantee

stability and asymptotic stability of the continuous-discrete two-dimensional system.

In Chapter 5 the results for linear two-dimensional systems presented in Chapter 4 were

extended to nonlinear two-dimensional systems. Instead of demanding a two-dimensional

quadratic Lyapunov function, here more general forms of two-dimensional Lyapunov func-

tions were allowed. These functions are similar to (one-dimensional) Lyapunov functions

used to study (integral) input-to-state stability of nonlinear systems and the proofs for sta-

bility, exponential stability and asymptotic stability of nonlinear two-dimensional systems

are partly based on (integral) input-to-state stability theory.

Similar to the sufficient conditions for linear systems, it was proven that exponential

stability can be guaranteed if the divergence of the Lyapunov function is strictly negative.

An analogous result to that for linear two-dimensional systems gives stability of non-

linear two-dimensional systems if a Lyapunov function with nonpositive divergence exists.

Additionally assuming some extra smoothness conditions on the initial conditions, the state

space functions and the Lyapunov function, asymptotic stability was also guaranteed.

These results were used to analyse a two-dimensional system description of a nonlinear

string of vehicles: Instead of a fixed time headway, the variable time headway depends on

the states of the vehicle and its predecessor, hence varies over time and leads to an overall

nonlinear system. To the best of our knowledge this is the first rigorous proof for string

stability of a nonlinear vehicle string with variable time headway.
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6.2 Future Directions

As this work is drawing to a close let us discuss possible future directions to extend the

results proposed in this thesis.

The proof for asymptotic stability of nonlinear two-dimensional systems in Chapter 5

can be used to analyse the stability and string stability of different vehicle string settings

with nonlinear controller or vehicle dynamics. To apply it to the string with a variable time

headway it is necessary, however, to show that the Jacobian matrices are exponentially

stable. This will most certainly require bounds on the derivative of the variable time

headway.

Finding less conservative conditions on the Jacobian matrices Fii guaranteeing asymp-

totic stability of nonlinear two-dimensional systems might enable a proof for asymptotic

stability of a string with variable time headway without restricting the derivative of the

time headway. Alternatively, finding another way to prove asymptotic stability of gen-

eral nonlinear two-dimensional systems without conditions on the Jacobian matrices at all

might not only allow us to show asymptotic stability of a string with variable time headway

with even less restrictions but also apply the results to a wider range of applications.

Another example is a saturated actuator where the vehicles cannot accelerate or decel-

erate faster than some maximal value. This would allow us to guarantee string stability for

a more realistic setting. In order to do so, however, it is desirable to extend the findings.

For instance, when using a saturated actuator signal, at least in the current setting , it

cannot be guaranteed that the system is globally stable as this would require that the

vehicle string can follow any given trajectory. Thus, deriving sufficient conditions for local

stability and asymptotic stability given that the parameter and the trajectory lie within a

certain region would be necessary.

If possible, it would also be useful to loosen the rather strict requirements on the initial

condition enabling us to apply the results to a wider range of applications. This can

be done by easing the smoothness requirements on the initial conditions for asymptotic

stability or by showing that initial conditions of a different kind are also suitable to assure

asymptotic stability. In particular, it would be worth investigating how initial conditions

that are zero after some time T could be incorporated. Also allowing piecewise continuous

initial conditions might extend the possible range of applications.

If, however, the smoothness of the initial conditions or the state space functions and

the exponential stability of the Jacobian matrices in the nonlinear case are necessary (as

well as sufficient), it would be helpful to show such necessity as it would contribute to a

better understanding of the underlying dynamics.

Since disturbances in real world problems cannot always be neglected it would be worth

extending the results on BIBO stability for linear two-dimensional systems and establish a

theory of two-dimensional input-to-state stability for nonlinear two-dimensional systems.
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Furthermore it would be worth to extend the stability results to derive controller design

strategies for linear two-dimensional systems with SSB based on LMIs, or for nonlinear

two-dimensional systems that only admit Lyapunov functions with nonpositive divergences

based on the theory of ISS and iISS.

Another possible future direction is to investigate the nonlinear analogue of the singu-

larity at the stability boundary and whether the two-dimensional description of a nonlinear

vehicle string can never admit a Lyapunov function with a strictly negative divergence.

Applying the proposed stability criteria to other two-dimensional systems — other

than vehicle strings — might contribute to the stability analysis of these fields. It would

be particularly interesting to study systems with singularities at the stability boundary,

that only admit Lyapunov functions with nonpositive divergences, as it was not possible

to study their stability with the previously known results on two-dimensional systems in

the literature.

It should also be noted here, that it is not possible to directly study heterogeneous

or bidirectional vehicle strings with the methods proposed in this work as they cannot

be modelled as two-dimensional systems. In heterogeneous strings the dynamics of each

vehicle depend on the position within the string and in general it is therefore not possible

to find a general state space equation for all subsystems, i. e. vehicles. In a bidirectional

vehicle string each vehicle measures at least the distance towards the preceding and the

following vehicle. This implies that this string of N vehicles is not just a truncation of

an infinite string. As the two-dimensional systems proposed in this thesis are defined for

t1, t2 → ∞ bidirectional vehicle strings cannot be modelled as such. Thus, different ways

of describing these systems and suitable stability criteria have to be developed.





Notation

Basic Notation

a Scalars; lowercase letters, p. 4

x Vectors and vector valued functions in the time domain x(·); lowercase bold letters;
note that the ith element of x is denoted by xi, p. 4

A Matrices; uppercase bold letters, p. 4

X(·) Transforms in the frequency domain of vector valued functions in the time domain
such as X(s) = L{x(t)}; uppercase bold letters depending on a complex variable,
p. 24

I Identity matrix, p. 59

0 Zero matrix, p. 59

j Imaginary unit, p. 24

ξi Generalised frequency domain variable; si or zi, p. 60

Functions and Function Classes

ln natural logarithm; lnx = loge x, p. 50

V (·) Lyapunov function, p. 59

Ii Indicator function, p. 59

E(A)
t Generalised exponential; eAt or (I+A)t, p. 59

p.d. α is positive definite if it is continuous, α(0) = 0 and α(x) > 0 for all x > 0, p. 89

K α ∈ K if it is positive definite and strictly increasing, p. 89

K∞ α ∈ K∞ if it is of class K and in addition α(x) → +∞ as x→ +∞, p. 89

KL β ∈ KL if β(·, t) is of class K∞ for all t ≥ 0 and satisfies β(r, t) → 0 as t → ∞ for
all r ≥ 0, p. 89
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Local variables for subsystems

x̂(t, k) Position of the kth vehicle in the string, given in metres m, p. 33

v̂(t, k) Velocity of the kth vehicle in the string, given in metres per second m/s, p. 33

ê(t, k) (Local) Error of the kth vehicle in the string with the corresponding Laplace-Z
transform Ê(s, z), given in metres m, p. 33

d̂(t, k) (Local) Disturbance of the kth vehicle in the string with the corresponding Laplace-
Z transform D̂(s, z), given in metres per square second m/s2, p. 33

û(t, k) (Local) Control input of the kth vehicle in the string, given in metres per square
second m/s2, p. 33

x̂(t, 0) Reference signal for the first vehicle in the string, given in metres m, p. 32

x̂d Required distance between two vehicles in the string, given in metres m, p. 32

h Time headway, given in seconds s, p. 33

Operators and Transformations

L Laplace transform, p. 24

Z Z transform (unilateral), p. 24

LZ Lapace-Z transform (unilateral), p. 25

T i Generalised transform; Laplace transform or Z transform, p. 60

δi Generalised derivative operator; d
dti

or ∆i, p. 58

S Generalised integration operator;
∫

·dti or
∑

ti
, p. 58

div Generalised divergence operator; div =
(

δ1 δ2 . . .
)

, p. 60

⊕ Direct matrix sum; e. g. P = P1 ⊕ P2 = diag{P1,P2}, p. 15

Norms

‖A‖ Matrix norm; maximal singular value; ‖A‖ =
√

λmax(ATA) = σmax(A), p. 59

|x(t)|p pointwise Lp norm; (
∑

i |xi(t)|p)
1/p; note that for scalar x(t) all Lp norms are

equal, if p is not specified we assume p = 2, p. 24

|x(t)|∞ pointwise L∞ norm; maxi |xi(t)|, p. 24

‖x(·)‖p (one-dimensional) Lp norm;
(

S∞
0 |x(t)|ppdt

)1/p
; note that we say x(t) is in Lp

[0,∞) if ‖x(·)‖p <∞, p. 60
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‖x(·)‖∞ (one-dimensional) L∞ norm; supt>0 |x(t)|∞; note that we say x(t) is in L∞ [0,∞)
if ‖x(·)‖∞ <∞, p. 60

‖x(·, ·)‖p (two-dimensional) Lp norm;
(

S∞
0 S∞

0 |x(t1, t2)|ppdt1dt2
)1/p

; note that we say
x(t1, t2) is in Lp [0,∞)× [0,∞) if ‖x(·, ·)‖p <∞, p. 27

‖x(·, ·)‖∞ (two-dimensional) L∞ norm; supt1,t2>0 |x(t1, t2)|∞; note that we say x(t1, t2)
is in L∞ [0,∞)× [0,∞) if ‖x(·, ·)‖∞ <∞, p. 69

‖X(·, ·)‖2 (two-dimensional) 2-norm in the frequency domain, p. 27

‖x(·)‖V (one-dimensional) V -norm; S∞
0 Vi (xi0(t)) dt; note that we say x(t) is in LV if

‖x(·)‖V <∞, p. 91

Abbreviations

2D Two-Dimensional, p. 3

BIBO Bounded-Input Bounded-Output, p. 14

BRL Bounded Real Lemma, p. 14

FM1 Fornasini Marchesini’s first model, p. 13

FM2 Fornasini Marchesini’s second model, p. 13

iISS Integral Input-to-State Stability (or Stable), p. 20

ISS Input-to-State Stability (or Stable), p. 19

LMI Linear Matrix Inequality, p. 14

NSSK Nonessential Singularity of the Second Kind, p. 17

SSB Singularity on the Stability Boundary, p. 5
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